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FOREWORD
By Staff

Transportation Research
Board

Urban sprawl is a topic that interests urban planners, economists, environmental-
ists, sociologists, transportation professionals, policymakers, public officials, aca-
demics in many fields, and the general public. TCRP Report 74, which represents the
second and final phase of TCRP Project H-10, “The Costs of Sprawl—Revisited,” will
therefore be of interest to those engaged in the discussions and debates about urban
sprawl and its effects. The report was prepared by Robert Burchell, George Lowen-
stein, William Dolphin, and Catherine Galley of the Center for Urban Policy Research,
Rutgers, The State University of New Jersey; Anthony Downs of The Brookings
Institution; Samuel Seskin and Katherine Gray Still of Parsons Brinkerhoff Quade
and Douglas, Inc.; and Terry Moore of ECONorthwest. 

TCRP Report 74 is the culmination of more than 5 years of research led by 
Rutgers University. As with most reports on this controversial topic, there was not
unanimous agreement among the panel of reviewers in support of the research
approach or the conclusions reached; nevertheless, the research results are well docu-
mented and clearly presented. 

The report includes 16 chapters, which are divided into the following four parts:

• Part I—Setting the Scene. The first five chapters of the report provide back-
ground information. Chapter 1 addresses sprawl and its historical context in the
United States. Chapter 2 defines the terms and describes the databases used in
the research project; in particular, the chapter explains the advantages of the
county-level analysis used in this national study. Focusing on the period 2000 to
2025, Chapter 3 discusses projected growth in the United States by region, by
economic area, and by county. Chapter 4 presents analysis results regarding the
incidence of sprawl and the potential for its control through a controlled-growth
scenario. Chapter 5 includes an analysis of sprawl in 15 economic areas.

• Part II—The Impact of Sprawl on Resources. Chapters 6 through 10 present
the results of five different models: land conversion, water and sewer infrastruc-
ture, local road infrastructure, local public-service costs, and real estate devel-
opment costs. In each case, model results are presented and compared by region,
by state, by county, and by economic area for projected sprawl development and
for the controlled-growth scenario for the United States as a whole. The findings
include resource consumption and the associated financial implications.

• Part III—The Personal Costs of Sprawl. Chapters 11, 12, and 13 examine the
personal costs of sprawl, including its impact on individual travel costs (for both
privately operated vehicles and transit), quality of life, and the livability of cities.
Each chapter presents the results of different modeling analyses. Chapters 11 and
12 include comparisons between the controlled- and noncontrolled-growth sce-
narios. Chapter 13 seeks out empirical evidence regarding possible relationships
between urban sprawl and urban decline. 



• Part IV—Dealing with Sprawl. Chapter 14 examines 13 benefits of sprawl,
which are grouped into four categories: housing, transportation, land planning,
and quality-of-life and social benefits. Chapter 15 is directed to policymakers and
those interested in taking remedial action against the negative effects of sprawl.
Various tactics and strategies for reducing the negative effects of sprawl are pre-
sented and evaluated. Chapter 16 identifies more than 40 topics for future
research on sprawl and its impacts.

Also included are seven technical appendixes, a glossary, a bibliography, an
index, and a list of acronyms and abbreviations.
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Sprawl is spread-out development that consumes sig-

nificant amounts of natural and man-made resources,

including land and public works infrastructure of vari-

ous types. Sprawl also adds to overall travel costs

due to increasing use of the automobile to access work

and residence locations more widely spaced due to

the sprawl phenomenon. Furthermore, sprawl appears

to deconcentrate centers and takes away from the

multiplicity of purpose that neighborhoods once de-

livered. Yet sprawl has benefits. It offers access to

less-expensive housing and opportunities for

homeownership at the periphery of metropolitan ar-

eas. It provides congestion management in automo-

bile-dominated metropolitan areas by creating the

suburban-to-suburban trip and by better equalizing

the percentages of the commuting population involved

in reverse and forward commutes.

To date, the sprawl issue has been approached from

polar opposite viewpoints. Those against sprawl de-

cry its resource consumption, contribution to urban

ills, and the public’s distaste for it. Those who are

comfortable with sprawl cite its ability to deliver

homeownership, the potential for real estate invest-

ment gains, and life style satisfaction. The aforemen-

tioned attributes, all characteristics of sprawl, as well

as opponent and proponent views are presented in

Costs of Sprawl—Revisited, which is the literature

search and companion document to this study.

The interesting aspect of the sprawl phenomenon is

that its critics and proponents are probably both right,

yet each side is absolutely unwilling to acknowledge

the merits of the other’s view. The purpose of this

volume is to project historic national development

patterns (sprawl, or uncontrolled growth) into the fu-

ture and measure the impacts of such development

compared to another development future. This sec-

ond development future is one emphasizing more

contained development (compact or “smart” growth),

which has its own impacts. The two sets of impacts

are then compared to derive the costs of sprawl, which

essentially are the savings incurred due to the differ-

ences between compact and sprawl growth.

The costs of sprawl are calculated from 25-year

growth projections where resulting impacts are re-

corded in each of 3,100 counties nationwide. Unique

regional definitions of urban, suburban, rural, and

undeveloped counties are formulated according to

density and prior levels of development. Then sprawl

is defined as significant residential and nonresiden-

tial development in rural and undeveloped counties.

Sprawl is subsequently controlled both within a re-

gion and within a county to contain growth in the most

developed portions of each, using the equivalent of

urban growth boundaries at the regional level and ur-

ban service areas at the county level. A future with

and without controls generates the differences in de-

velopment in particular locations. Differences in coun-

Preface



ties with respect to land conversion rates, road devel-

opment requirements, housing unit mix and costs,

public-service availability and costs, quality of life,

and socioeconomic characteristics, accessed differ-

ently under the two growth scenarios, determine

growth impacts. The difference between the two

analyses provides empirical evidence of the likely

impact of a future with sprawl as opposed to one where

it is reduced.

In 2002, the American public is well aware of sprawl,

bombarded as it is by statistics on sprawl’s aggres-

sive appetite for land and infrastructure. Huge land

conversion and road mileage numbers precede state-

ments that there is insufficient land remaining for fu-

ture development needs, that America has been paved

over to the detriment of future generations. Public

services are said to be more expensive because de-

velopment is spread out—for example, school bus

service and police patrol costs are increased due to

the greater distribution of these activities over space.

On the other hand, there are those who deny any dif-

ferential in costs related to development under sprawl

conditions, citing experts who point to the increased

public safety, better schools, and lower taxes of pe-

ripheral locations and claiming that quality of life is

better there as a result. They also frequently point out

that housing is less expensive the farther one is from

the metropolitan center.

The analyses carried out in this study demonstrate

that both arguments have merit. There are high infra-

structure and land conversion costs associated with

sprawl, yet quality of life is higher and housing costs

are lower in locations characterized by sprawl devel-

opment. This reports looks very carefully at the many

costs and benefits of sprawl and concludes that there

is clearly evidence of each.

Costs and benefits are not weighed on a balanced

scale, however. There appear to be more costs than

benefits, even though the magnitude of these costs to

the general public is not nearly what has been

chronicled in the popular press. On the other hand,

the level of resource consumption resulting from de-

velopment is increasing in the United States, and this

increase is not related to need. There is no reason to

support two underutilized systems of infrastructure

when one fully subscribed system will do. Growth

need not “skip” to the farthest and least-expensive

location in the metropolitan area, with the expecta-

tion that infrastructure will be put in place, if adequate

undeveloped space exists closer in. Thus, while sprawl

is not the villain it has been portrayed to be, it is with-

out question an unnecessary and increasing drain on

natural resources. More-compact development pat-

terns produce savings that are both profound and

measurable. It makes sense to pursue these develop-

ment savings.



Acronyms

and Abbreviations

AAA American Automobile Association

AAPE Average absolute percent error

AVHRR Advanced Very High Resolution

Radiometer

B Billion or a regression coefficient

BART Bay Area Rapid Transit

BEA Bureau of Economic Analysis

Beta Normalized or standardized regression

coefficient

CBD Central Business District

CDC Community Development Corporation

CNT Center for Neighborhood Technology

DOT U.S. Department of Transportation

EA Economic Area

EDU Equivalent dwelling units

EPA Environmental Protection Agency

Exp(x) The number e raised to the x power

FAR Floor-area ratio

FBI Federal Bureau of Investigation

FHWA Federal Highway Administration

FIRE Finance, insurance, and real estate

GAO Government Accounting Office

GDP General Development Plans

GIS Geographic Information System

HH Household

HOV Highway Occupancy Vehicle

HPMS Highway Performance Monitoring

System

HUD Housing and Urban Development

K Thousand

M Million

MF Multifamily
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Mgal Millions of gallons

MH Mobile home

Mils Dollars per $1,000 of equalized

property value

MPO Metropolitan Planning Organization

MSA Metropolitan Statistical Area

NASA National Aeronautics and Space

Administration

NIMBY Not in my backyard

NOAA National Oceanic and Atmospheric

Administration

NPTS National Personal Transportation

Survey

NRI National Resource Inventory

NS Nonsprawl

PMT Person-miles traveled

PMTPOV Daily person-miles traveled in privately

operated vehicles

PMTTRAN Daily person-miles traveled by transit

POV Privately operated vehicle

PUMS Public Use Microdata Sample

R Rural (county development type)

RC Rural center (county development

type)

RERC Real Estate Research Corporation

RMA Rand McNally’s Ranally Metro Area

S Suburban (county development type)

S-C Sprawl-controlled county

S-NC Sprawl-noncontrolled county

SIC Standard Industrial Classification

SFA Single-family attached dwelling unit

SFD Single-family detached dwelling unit

STPP Surface Transportation Policy Project

TAZ Traffic Analysis Zone

TIP Transportation Improvement Program

U Urban (county development type)

UA Urbanized Area (U.S. Census Bureau

designation)

UC Urban center (county development

type)

UGB Urban growth boundary

UND Undeveloped (county development

type)

USGS U.S. Geological Survey

VMT Vehicle-miles traveled

WEFA Formerly Wharton Econometric

Forecasting Associates
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Executive Summary
Procedures and Findings

INTRODUCTION

Critics of suburban sprawl maintain that the predomi-

nance of this growth form over the past 50 years has

had significant harmful impacts on American soci-

ety. It has thwarted mass transit development, sepa-

rated rich and poor, caused unnecessary travel, con-

sumed fragile land, and generated excessive public

expenditures. On the other side of the discussion, there

are those who believe that sprawl is as American as

apple pie and that citizens are getting what they want:

single-family homes on large lots, safe communities

with good school systems, and metropolitan locations

far from the pace and problems of urban populations.

The objective of this study is to provide policymakers

and citizens with credible quantitative measures of

the relative costs and benefits of two different forms

of metropolitan growth. The analysis that is under-

taken monitors the 25-year growth of households and

employment in the United States, positioning that

growth differently in counties according to sprawl

versus controlled- or smart-growth futures for each

of the Economic Areas (EAs) defined by the U.S.

Census, Bureau of Economic Analysis (BEA). Thus,

a 25-year projection of growth in households and a

similar-period projection of growth in jobs are allo-

cated differently in counties according to sprawl ver-

sus controlled-growth development patterns. These

two different futures—one of low-density sprawl de-

velopment at the outer reaches of the metropolitan

area, and the other of more compact, centrally ori-

ented development—form the bases for the analysis

of the different scenarios’ demands for land, infra-

structure, housing, and public services. Over the pro-

jection period, household growth and employment

growth are maintained comparably at the EA level,

and household size is iterated and adjusted to main-

tain similarly comparable gross population counts.

The purpose of this effort is threefold. First, it seeks

to define and determine the incidence of sprawl in

the United States. That is, if sprawl is characterized

as significant residential and nonresidential growth

in rural and undeveloped counties, then which spe-

cific state and county locations are the sites of sig-

nificant sprawl growth nationally? The second pur-

pose of the analysis is to determine the resource and

personal impacts that sprawl growth occasions. What

are the land conversion, infrastructure, public service,

property development, travel, quality-of-life and so-

cial impact differences between sprawl and an alter-

native development form, controlled growth? Finally,

the third purpose of the analysis is to seek out ben-

efits of sprawl, if any, and their magnitude, as well as

current and future curative measures to counteract

sprawl.
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PART I—SETTING THE SCENE

The County as the Geographic Unit

of Analysis

The county is the basic geographic unit used to iden-

tify and analyze locations of residential and nonresi-

dential development. The county is selected because

(1) it is the smallest consistent non-educational unit

of U.S. government for which a large number of ex-

isting demographic variables required for this and

future components of the study are consistently avail-

able; (2) it is a reasonable number of subdivisions of

the United States as a whole—approximately 3,100

individual subjurisdictions; (3) projections of major

demographic variables are available at this level

(Woods & Poole Economics, Wharton Economic

Forecasting Associates, and the like); and (4) the prob-

lems of rapid growth, and the economic and political

incentives needed to redirect this growth, increasingly

require a geographic area that is larger than a munici-

pality and can nest comfortably within a region.

Any plausible redirection of growth from one area to

another must account for economic interrelationships

that exist among the counties. In other words, if house-

holds and jobs are to be directed elsewhere to con-

trol sprawl, those locations must lie within the com-

muting patterns that link households and jobs in an

area. The Economic Area, or EA, developed by the

Bureau of Economic Analysis (BEA), fulfills this re-

quirement. The EA is one of the few data aggrega-

tions that brings together metropolitan and

nonmetropolitan locations into an economically re-

lated geographic area. It can be viewed as similar to

an extended metropolitan area.

Within an EA, counties are classified according to

their existing levels of development. The six land-

use development classifications are urban center, ur-

ban, suburban, rural center, rural, and undeveloped.

The classification, which is density-based, denotes a

county as more or less developed relative to the other

counties of its region and is an important consider-

ation in determining where population is to be redi-

rected under the alternative, or controlled-growth,

scenario. The density thresholds for the classifica-

tions vary according to state density groupings that

differ by region of the country; for example, an urban

location in New Jersey would have a much higher

density than an urban location in Wyoming.

The study also employs a subcounty unit of analysis

by targeting growth to urbanized areas within coun-

ties (developed areas) and away from rural areas in

these same counties (developing areas or rest of

county). Thus, while the county is the focus of most

projections, these projections extend to subcounty

areas where these areas exist.

Growth in the United States

In 2000, the United States is a country of 281 mil-

lion people, found within 103 million households,

holding 159 million jobs, and earning $6.4 trillion

in annual income (see Table ES.1). Over the period

2000 to 2025, population will grow by 61 million,

households by 24 million, employment by 49 mil-

lion, and annual income by $4 trillion (Woods &

Poole [1998] and the Center for Urban Policy Re-

search). The four census regions will grow unevenly

over the 2000 to 2025 projection period. The South

and West will have the highest growth rates of popu-

lation, households, employment, and income (see

Table ES.1). Together, the South and West represent

about 80 percent of future population and household

growth, and nearly 70 percent of future employment

and income growth.

Every list of the fastest-growing states, EAs, and

counties is dominated by entries from both the South

and West regions. A substantial concentration of the

nation’s significant growth is found in a relatively

small number of geographic areas. Three of 50 states,

10 of 172 EAs, and 40 of nearly 3,100 counties con-

tain one-third of the nation’s household growth. Al-

most all of these are in the South and the West. Sig-

nificant growth in the United States is a concentrated

phenomenon. Therefore, almost all projections of

sprawl and its effects will be concentrated in the

South and West regions of the United States.

Defining Sprawl in U.S. Counties

To gauge the incidence of sprawl, it is first neces-

sary to define empirically the concept of sprawl. One

of the most difficult tasks of this study is in fact to

define sprawl. The difficulty is compounded if an

attempt is made to define sprawl empirically. Sprawl

is low-density, leapfrog development that is charac-

terized by unlimited outward extension. In other

words, sprawl is significant residential or nonresi-

dential development in a relatively pristine setting.

In nearly every instance, this development is low den-

sity, it has leapt over other development to become
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established in an outlying area, and its very location

indicates that it is unbounded. The Rutgers models

have developed and quantified these concepts.

The definition of sprawl employed in this study is

based on rapid and significant growth in rural and

undeveloped counties. Numerous analyses of the sta-

tistical rate of population growth define the upper

quartile as an indicator of significant growth or at

least as a separator between significant and average

growth. The upper quartile within an EA will be used

to define significant growth in this study. All analy-

ses of growth must contain both a relative and an ab-

solute dimension. If growth is taking place in a rural

or undeveloped location at a multiple of the level of

normal growth (in this case 160 percent of the na-

tional average absolute level), the location is defined

as sprawling, regardless of its relative rate of growth

within an EA. Therefore, sprawl is taking place in

nonurban locations (rural and undeveloped counties1 )

if either of the following sets of criteria is met:

1. (a) The county’s growth rate is in the upper quartile

of the EA’s annual county household and employ-

ment growth rates; (b) the county’s growth rate

exceeds the average annual national county

growth rate; and (c) the county’s absolute level

of growth exceeds 40 percent of the average an-

nual absolute county growth.

or

2. The county’s absolute level of growth exceeds

160 percent of the average annual absolute county

growth.

The above criteria are used to classify counties as

sprawl or nonsprawl for two time periods: 1980 to

2000 and 2000 to 2025. Based on their sprawl status

during these time periods, counties are then assigned

the following sprawl designations:

• nonsprawl—counties that do not meet the sprawl

criteria during both the 1980 to 2000 period and

the 2000 to 2025 period;

• sustained sprawl—counties that do meet the

sprawl criteria in both time periods;

• growing sprawl—counties that do not meet the

sprawl criteria for the 1980 to 2000 period but do

meet the criteria for the 2000 to 2025 period; and

• decreasing sprawl—counties that do meet the

sprawl criteria for the 1980 to 2000 period but do

not meet the criteria for the 2000 to 2025 period.

Sprawl in these counties is decreasing, usually be-

cause it has skipped over to another, more distant

county, not because curative measures are in effect.

The Occurrence of Sprawl or

Uncontrolled Growth

Table ES.2 shows the number of counties (by county

development classification) experiencing sprawl re-

sulting from the 25 years of projected household and

employment growth. Overall, 742 of 3,091 counties,

or 24 percent of all counties, will experience signifi-

cant sprawl over the period 2000 to 2025. Of the

742 sprawl counties, 598 will be rural and undevel-

oped counties; 144 will be suburban and rural center

counties. Proportionately, sprawl is found in 22 per-

cent of rural and undeveloped counties and 54 per-

cent of suburban and rural center counties.

While sprawl development may only be present in a

significant sense in 24 percent of U.S. counties, it

will affect 13.1 million of the 23.5 million new house-

holds during the period 2000 to 2025. Sprawl will

affect 56 percent of all future household growth in

the United States.

Of the three types of sprawl that characterize its oc-

currence in counties (increasing sprawl, decreasing

sprawl, sustained sprawl), the most significant, by

far, is sustained sprawl. Sustained sprawl is present

in 431 or almost 60 percent of the counties that ex-

hibit sprawl. The next most significant type, decreas-

ing sprawl is present in 24 percent of the counties

(177), followed by growing sprawl, involving 18 per-

cent of the counties (134). Even if sprawl is decreas-

ing (i.e., it was present in the first period [1980 to

2000] but is not present in the second [2000 to 2025]),

it is usually just under the threshold that triggers

sprawl for the second period and still involves a sig-

nificant number of households.

On a national basis, sprawl is taking place, both rela-

tively and absolutely, to a much greater degree in the

South and West than it is in the Northeast and Mid-

west. Sprawl and growth parallel each other’s loca-

tions, but they are not absolutely identical.

1 A portion of the suburban counties and most rural center

counties are also involved in the definition of sprawl. Their

role is to ensure that sprawl hasn’t been overlooked in

relatively developed places; however, even though there is

substantial representation, they contribute only a very small

component of the overall sprawl development that is taking

place.
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The Alternative Growth Scenario—

Controlling Sprawl Growth

Controlled growth is defined as limiting a significant

share of development to already developed counties

or to areas as close to already developed locations as

possible. This happens in two ways. The first method

limits the amount of growth taking place in the outer

counties by redirecting it to inner counties. This is

accomplished by drawing the equivalent of an urban

growth boundary around the developed counties and

by allowing only a portion of the growth to go to the

less-developed counties (intercounty sprawl devel-

opment). A second method of controlling sprawl lim-

its the outward movement of growth in a single county

(intracounty sprawl development). This is accom-

plished by establishing an urban service area in a

2000–2025 Growth

Region 2000 2025 Number Growth Rate

Population (#, in 000s) (%)

Northeast 53,594 57,223 3,629 6.8

Midwest 64,393 73,061 8,668 13.5

South 100,237 127,538 27,301 27.2

West 63,198 84,328 21,130 33.4

Total 281,422 342,150 60,728 21.6

Households (#, in 000s) (%)

Northeast 19,955 21,431 1,476 7.4

Midwest 24,773 28,223 3,450 13.9

South 35,863 46,526 10,663 29.7

West 22,654 30,519 7,865 34.7

Total 103,245 126,699 23,454 22.7

Employment (#, in 000s) (%)

Northeast 29,964 36,013 6,049 20.2

Midwest 39,821 50,278 10,457 26.3

South 54,157 73,179 19,022 35.1

West 35,448 49,338 13,890 39.2

Total 159,390 208,808 49,418 31.0

Income (in millions of 1992 dollars) (%)

Northeast 1,403,731 2,032,287 628,556 44.8

Midwest 1,507,569 2,287,786 780,217 51.8

South 2,012,882 3,490,513 1,477,631 73.4

West 1,426,246 2,541,805 1,115,559 78.2

Total 6,350,428 10,352,391 4,001,963 63.0

Sources: U.S. Department of Commerce, Bureau of the Census (2000). Projection data from

Woods & Poole (1998). Data interpretation by the Center for Urban Policy Research, Rutgers

University.

County Sprawl Designation

Rural and

Undeveloped

Suburban and

Rural Center

Urban Center

and Urban Total

Nonsprawl 2,128 121 100 2,349

Uncontrolled Sprawl    598 144    0     742

Total Counties 2,726 265 100  3,091

Source: Center for Urban Policy Research, Rutgers University.

Table ES.2

Sprawl by County Type under Uncontrolled Growth: 2000 to 2025

Table ES.1

U.S. Growth by Region: 2000 to 2025

Population, Households, Employment, and Income
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county and containing most of the growth within that

service area. In the second method, a boundary is drawn

around the existing concentration of growth in a county.

The rest of the county is “protected” from significant

development because of the unavailability of adequate

public services there. The two methods of control form

the compact- or controlled-growth scenario.

The next several paragraphs describe the management

process used to achieve controlled growth and the

degree to which this procedure is successful in con-

trolling sprawl. In the intercounty component of the

controlled-growth scenario, sprawl is limited by re-

directing growth from fast-growth rural, undeveloped,

and developing suburban counties to urban center,

urban, rural center, and developed suburban coun-

ties. Suburban counties are allowed to take growth

only if they are large, established counties that are

projected to exhibit low-growth or declining growth

patterns in the future. To be “sprawl controlled” a county

from which growth is sent must have its growth reduced

to 75 percent of the sprawl-growth threshold.

The objective is to significantly reduce sprawl in all

nonurban locations by 25 percent or more from their

sprawl-growth thresholds. However, those counties

that receive growth (primarily urban center, urban,

or developed suburban counties) also must remain

below the sprawl-growth thresholds. Counties that re-

ceive growth can accept household or employment

growth only until they reach 75 percent of their up-

per-quartile growth rate limits. A further consideration

for urban areas in the Northeast census divisions (New

England, Middle Atlantic, and East North Central) is

that urban and urban center counties can receive no

more than one-quarter additional growth. This pre-

vents excessive growth from being sent to declining

urban locations, given their current market conditions

or levels of urban distress.

In the intracounty component of the controlled-growth

scenario, development is relocated to the developed

(urbanized) portions of counties. Development is sub-

ject to a 20 percent increase in density or a 10 per-

cent increase in floor-area ratio (FAR). Under con-

trolled growth, approximately 20 percent of the

residential units in the undeveloped portions

(nonurbanized portions) of counties are developed

in cluster developments wherein density is twice as

high as the prevailing density of the undeveloped ar-

eas. In addition, under the controlled-growth scenario,

one-quarter more units are developed as single-fam-

ily attached or multifamily units as opposed to single-

family detached or mobile home units.

In the controlled-growth scenario, both intercounty

and intracounty methods of sprawl control are as-

sumed to be in effect and to be contributing to the

impacts that are measured. In the sprawl control dis-

cussion that follows, only intercounty movement of

households and employment is viewed.

The Ability to Control Sprawl in the

United States

Under the controlled-growth scenario, household and

job growth in sprawl-growth counties is redirected to

other more developed counties within the EA. The

objective is to significantly reduce the amount of resi-

dential and nonresidential growth occurring in sprawl-

ing locations (rural, undeveloped, developing subur-

ban, and developing rural center counties). A

one-quarter or greater reduction in growth in these lo-

cations is a demonstrable change for these areas. A clas-

sification of controlled sprawl is established to describe

counties in which sprawl growth has been reduced

through purposeful redirection of households and jobs.

Table ES.3 shows the number of counties with sprawl

under the controlled-growth scenario. Overall, the

redirection of households and employment to other

more-developed counties can control (i.e., signifi-

cantly reduce) sprawl in 420 (57 percent) of the 742

counties that had been expected to experience sprawl.

The improvement is greatest for sprawling rural and

undeveloped counties compared with suburban and

rural center counties. This can be illustrated by com-

paring the numbers in Tables ES.2 and ES.3. Approxi-

mately 60 percent (356 counties) of the 598 rural and

undeveloped counties projected to experience sprawl

during the 2000 to 2025 period can be moved to the

controlled sprawl classification. The comparable con-

trolled sprawl figure for the 144 suburban and rural

center counties projected to experience sprawl dur-

ing the same period is about 45 percent (64 coun-

ties).

Table ES.4 summarizes the redirection of households

and jobs by region under the controlled-growth sce-

nario. Overall, 11 percent of new households and

6 percent of new jobs are directed away from coun-

ties of decreasing, sustained, and growing sprawl

conditions. These percentages may seem relatively

low, but they represent 2.6 million households and

3.1 million jobs. Redirection allows a significant num-

ber of counties to experience reductions in the amount

of sprawl occurring within them while basically main-

taining the locational preferences of market-driven
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households. The results of redirection are greatest in

the West, both absolutely and relatively. Approxi-

mately 12 percent of new households and 10 percent

of new jobs in this region are redirected. The West

Region accounts for 36 percent and 43 percent, re-

spectively, of the total U.S. households and jobs that

can be redirected (see Table ES.4).

The South Region is second highest in terms of total

amount of redirected growth. Eleven percent of the

household growth and 5 percent of the job growth

are redirected in this region. Altogether, about 45

percent of the redirected future households and

29 percent of the redirected future jobs are located in

the South (see Table ES.4).

County Sprawl Designation

Rural and

Undeveloped

Suburban and

Rural Center

Urban Center and

Urban Total

Nonsprawl 2,128 121 100 2,349

Remaining Sprawl    242   80      0 322

Controlled Sprawl    356   64      0 420

Total Counties 2,726  265 100 3,091

Source: Center for Urban Policy Research, Rutgers University.

Variable Northeast South Midwest West Total

Households

Projected Growth (#, in 000s) 1,476 10,664 3,450 7,865 23,454

Redirected Growth (#, in 000s)

Percentage Redirected Growth # (%)

210

14.2

1,138

10.7

298

8.6

915

11.6

2,561

10.9

Percentage of U.S. Total (%) 8.2 44.5 11.6 35.7 100.0

Jobs

Projected Growth (#, in 000s) 6,049 19,022 10,457 13,890 49,418

Redirected Growth (#, in 000s)

Percentage Redirected Growth # (%)

422

7.0

915

4.8

462

4.4

1,338

9.6

3,137

6.3

Percentage of U.S. Total (%) 13.5 29.2 14.7 42.6 100.0

Source: Center for Urban Policy Research, Rutgers University.

Table ES.3

Sprawl by County Type under Controlled Growth: 2000 to 2025

Table ES.4

Controlled Growth: Household and Employment Redirection Summary by Region

Undeveloped

and Rural

Rural Center and

Suburban

Urban and

Urban Center

Variable Redirect From

Redirect

From

Redirect

To Redirect To

Total

Projected

Growth

Households

Projected Growth (#, in 000s) 8,829 9,329 5,296 23,454

Redirected Growth (#, in 000s)

Percentage Redirected Growth # (%)

2,078

23.5

482

5.2

730

7.8

1,830

34.6

2,560

10.9

Jobs

Projected Growth (#, in 000s) 15,491 17,315 16,612 49,418

Redirected Growth (#, in 000s)

Percentage Redirected Growth # (%)

2,366

15.3

771

4.5

623

3.6

2,514

15.1

3,137

6.3

Source: Center for Urban Policy Research, Rutgers University.

Table ES.5

Controlled Growth: Household and Employment Redirection Summary by County Type
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The numerical amount of redirected growth in either

the South or the West amounts to three times the re-

directed household growth and twice the redirected

employment growth of either the Northeast or the

Midwest Regions. In the South and West Regions

1,138,000 and 915,000 future households, respec-

tively, are redirected to control sprawl; 915,000 and

1,338,000 jobs, respectively, are also redirected to

control sprawl. In the Northeast and Midwest Regions,

210,000 and 298,000 future households are redi-

rected, respectively; more than 400,000 future jobs

are also redirected in each of these regions.

Table ES.5 summarizes the redirection of households

and jobs by county development type. Nearly one-

quarter of the household growth and more than 15 per-

cent of the employment growth projected to occur in

rural and undeveloped counties are redirected—pri-

marily to urban and urban center counties. The cat-

egory for suburban and rural center counties plays a

dual role, as it includes both sending and receiving

locations. A relatively small proportion of jobs and

households is redirected to or from these locations.

Urban and urban center counties, on the other hand,

serve only as receiving locations in the redirection

scenario. The bulk of the redirected growth is tar-

geted for urban and urban center counties; 35 per-

cent of their household growth and 15 percent of their

employment growth results from development redi-

rected from other counties. On a national basis, 11 per-

cent of household growth and 6 percent of employ-

ment growth can be redirected from sprawling, rural,

undeveloped, and developing suburban counties to

closer-in urban or urban center counties.

What does this mean? It means that through purpose-

ful redirection of households and jobs, about 55 per-

cent of the counties where sprawl is taking place can

be “cooled down” significantly from their prior

sprawl-growth trends. For the remaining 45 percent

of sprawl locations, households and jobs cannot be

redirected elsewhere, but local officials may be able

to keep development closer-in by using urban ser-

vice areas or similar strategies. If the United States

were to initiate a war on sprawl, sprawl could be re-

duced in only a little more than one-half of the coun-

ties experiencing sprawl. Yet, this would still involve

both a significant number of households and jobs and

a meaningful change for each of these counties. In

the other half of the counties, the place that received

the growth would itself be placed in a sprawling con-

dition if this transfer took place.

Case Studies of Sprawl Control

To determine exactly how the growth-control regi-

men plays out at the metropolitan level, 15 metro-

politan areas were selected for case study. In these

areas, individual counties are profiled to determine:

(1) the plausibility of their development designation

(urban center, urban, suburban, rural center, rural, and

undeveloped), both absolutely and relatively; (2) the

degree to which they lost or gained population and

whether or not this population change is reasonable;

and (3) whether sprawl can be controlled in these lo-

cations, and, if so, the underlying reasons why it can

be controlled.

Case study Economic Areas (EAs) are selected for

their general recognizability and their contributions

to sprawl nationwide. The locations selected include

(1) the EA for which the largest absolute growth in-

crement during the next 25 years is projected (Los

Angeles-Riverside, CA-AZ EA) and an EA for which

a much more modest growth increment is projected

(Austin-San Marcos, TX); (2) an EA that encompasses

close to 90 counties (New York-Northern NJ-Long

Island, NY-NJ-CT-PA-MA-VT EA) and an EA that

encompasses only a few counties (Tucson, AZ EA);

(3) an EA that exhibits significant amounts of sprawl

and the ability to accommodate most of it (Atlanta,

GA-AL-NC EA) and an EA that exhibits relatively

little sprawl but has difficulty accommodating any of

it (Lexington, KY-TN-VA-WV EA); (4) an EA that

encompasses large core areas that can serve as re-

ceiving locations (Chicago-Gary-Kenosha, IL-IN-WI

EA) and an EA that encompasses small core areas

wherein little growth can be absorbed (Tucson, AZ

EA); and (5) EAs exhibiting planned responses to

growth control (Portland-Salem, OR-WA and Lex-

ington, KY-TN-VA-WV EAs) and EAs that exhibit

unbridled growth areas (Los Angeles-Riverside, CA-

AZ and Las Vegas, NV-AZ-UT EAs).

The case studies show that the development designa-

tions appear to correctly reflect the county’s position

in the metropolitan area. An urban area in Montana is

definitely an urban area, even though its density is

not much different from that of a suburban area in

New Jersey. Further, under the controlled-growth sce-

nario, the amount of growth that would be received

by the urban counties attempting to expand their

growth would be reasonable, as would be the amount

of growth sent away by the rural counties. A fact in

evidence in most EAs is that most of the rural and

undeveloped counties are not sprawling, and their
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growth remains the same under the two scenarios as

does the growth of many of the developed counties

under the both scenarios. Where counties change

population, the change is indeed reasonable, espe-

cially since this change is considered to take place

over an extended period.

Why is sprawl controllable in some areas, and not in

others? The greatest potential for controlling sprawl

in multiple counties of an EA exists where there is

relatively slow growth in the EA and where there are

enough urban center, urban, or suburban counties in

the EA, to receive this growth. Controlling sprawl is

most difficult where there is rapid growth in the coun-

ties of an EA and where there are not enough urban

centers, urban or suburban counties, to receive this

growth. Given this analysis, sprawl is controllable in

the New York-Northern NJ- Long Island, NY-NJ-CT-

PA-MA-VT EA and in the Chicago-Gary-Kenosha,

IL-IN-WI EA. Sprawl can be only minimally con-

trolled in the Denver-Boulder-Greeley, CO-KS-NE

EA and in the Miami-Fort Lauderdale, FL EA; it can

not be controlled through intercounty growth redis-

tribution in the Tucson, AZ EA and in the Las Vegas,

NV-AZ-UT EA.

Uncontrolled-Growth Scenario

Region

Total Land

(Acres)

Percentage of

Overall Land

(%)

Agricultural

Lands

(Acres)

Environmentally

Fragile Lands

(Acres)

Other Lands

(Acres)

Northeast 1,460,868 7.8 292,067 1,063,293 105,508

Midwest 2,789,832 14.8 1,750,966 646,016 392,850

South 9,969,932 52.9 3,605,201 4,468,081 1,896,650

West 4,612,290 24.5 1,443,842 866,835 2,301,613

United States 18,832,922 100.0 7,092,076 7,044,225 4,696,622

Source: Center for Urban Policy Research, Rutgers University.

Intercounty Savings Intracounty Savings

Region

Total Savings

(Acres) (Acres) (%) (Acres) (%)

Northeast 282,853 172,276 60.8 110,985 39.2

Midwest 439,446 199,308 45.4 240,134 54.6

South 2,139,017 1,249,296 58.4 889,721 41.6

West 1,140,915 786,809 69.0 354,107 31.0

United States 4,002,231 2,407,688 60.1 1,594,947 39.9

Source: Center for Urban Policy Research, Rutgers University.

Total Land

Region (Acres) (%)

Agricultural

Lands

(Acres)

Environmentally

Fragile Lands

(Acres)

Other Lands

(Acres)

Northeast 282,853 7.1 55,807 209,160 17,886

Midwest 439,446 11.0 283,503 89,205 66,735

South 2,139,017 53.4 802,464 995,742 340,814

West 1,140,915 28.5 357,862 211,328 571,721

United States 4,002,231 100.0 1,499,636 1,505,434 997,156

Source: Center for Urban Policy Research, Rutgers University.

Table ES.6

Lands Converted—Uncontrolled-Growth Scenario by Type

United States and by Region: 2000 to 2025

Table ES.7

Lands Saved—Controlled-Growth Scenario—Intercounty and Intracounty Redirection of Growth

United States and by Region: 2000 to 2025

Table ES.8

Lands Saved—Controlled-Growth Scenario by Type—United States and by Region: 2000 to 2025
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PART II—THE RESOURCE

IMPACTS OF SPRAWL

Land Conversion

Given the aforementioned projections using the un-

controlled-growth scenario, over the next 25 years,

the United States will convert 18.8 million acres of

land (see Table ES.6) to build 26.5 million new hous-

ing units and 26.5 billion square feet of new nonresi-

dential space, the latter to accommodate a growth of

49.4 million jobs. Land will be converted at a rate of

approximately 0.6 acres per residential unit and 0.2 acres

per 1,000 square feet of nonresidential space. This pro-

jected level of land conversion need not take place.

The land conversion requirements are determined by

translating the households and employment projec-

tions into demand for residential and nonresidential

land. The process accounts for both vacancy of struc-

tures and other land development requirements that

consume extra land. The model uses different densi-

ties, development locations, and housing types for

uncontrolled (sprawl) growth and controlled growth

to calculate the total land converted as well as the

amount of agricultural and environmentally fragile

land converted under each development scenario.

Almost one-quarter of this land conversion could be

avoided through simple growth control measures with-

out compromising growth or altering housing mar-

kets. Nearly 2.5 million acres could be saved by em-

ploying the equivalent of an urban growth boundary

in EAs to direct growth away from rural and unde-

veloped counties to the more-developed urban and

suburban counties (Table ES.7). An additional

1.6 million acres could be saved through the use of

an urban service area within a county to direct devel-

opment away from undeveloped areas to developed

areas in the same county. Included in the overall land

savings are approximately 1.5 million acres of agri-

cultural land, 1.5 million acres of environmentally

fragile land, and 1.0 million other lands (e.g., barren,

etc.). These as well as the savings by region are shown

in Table ES.8.

In terms of absolute land conversion under the un-

controlled-growth scenario (see Table ES.6), most of

the land converted takes place in the South (53 per-

cent) and West (24 percent); a much smaller percent-

age of overall land conversion takes place in the Mid-

west (15 percent) and in the Northeast (8 percent).

As a result (see Table ES.8), most of the land saved

under the controlled-growth scenario is in the South

(54 percent) and in the West (29 percent); the Mid-

west and the Northeast realize lower percentages of

land saved—11 percent and 7 percent, respectively.

The distribution of land conversion and land savings

for states, EAs, and counties generally follows the

above distributions. The top 10 states in land conver-

sion and land savings are in the South (7 states) and

West (3 states) regions of the United States. Of the

top 30 EAs in land conversion and land saving, one-

half are in the South (15 EAs), approximately one-

quarter are in the West (8 EAs); and the rest are in the

Northeast (4 EAs) and Midwest (3EAs). Of the top

50 counties in land conversion and land savings, al-

most all (48 counties) are in the South (25 counties)

and West (23 counties); those that remain are in the

Northeast (2 counties).

Significant land savings can be achieved by both in-

tercounty (60 percent) and intracounty (40 percent)

land development controls. These controls produce a

saving of 4 million acres over the next 25 years—

nearly one-quarter of all land converted—without sig-

nificantly impacting real property markets (see Table

ES.7 in conjunction with Table ES.6).

Water and Sewer Infrastructure

During the period from 2000 to 2025, under tradi-

tional development or uncontrolled growth, develop-

ers and local governments in the United States will

expend more than $190 billion to provide necessary

water and sewer infrastructure (Table ES.9). Water

and sewer systems will have to be expanded to ac-

commodate the more than 18 billion gallons of addi-

tional water and sewer capacity needed. These deliv-

ery and collection systems will require in excess of

45 million laterals to service new residential and non-

residential structures. The full extent of this projected

infrastructure requirement and its attending costs can

be avoided through more sensible growth patterns.

With both intercounty and intracounty growth-con-

trol measures in place, more than 150 million gal-

lons of water and sewer demand per day can be saved

without depriving residential or nonresidential users

of this fundamental utility. No domestic water use is

curtailed; instead, buildings are situated in greater

mass and lawn sprinkling becomes reduced or more

efficient. The new development pattern also allows

for a less extensive delivery and collection system
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(street mains), resulting in lower tap-in fees. The new

housing pattern contributes to a smaller number of

water and sewer laterals needed to serve an equiva-

lent number of residential and nonresidential occu-

pants. The combined cost saving of lower tap-in fees

and 4.6 million fewer laterals amounts to infrastruc-

ture savings of $12.6 billion over the projection pe-

riod (Table ES.9).

The savings in water and sewer demand reported

above are clearly not the most significant element of

the overall infrastructure analysis. The infrastructure

analysis focuses on the cost of the basic components

of infrastructure, including variations within and be-

tween county development types. Costing is devel-

oped for each of these variations, taking into account

varying regional wage structures. The controlled-

growth scenario projections for infrastructure com-

ponents, costs, and savings provide an accurate, con-

servative view of their incidence in the United States

during the forthcoming 25-year period.

The South, which exhibits the most absolute growth,

incurs the most development infrastructure costs and

therefore realizes the greatest savings under the con-

trolled-growth scenario. The region does not have to

provide 68.0 million gallons of water per day, nor does

it need to process 4.1 million gallons of daily sew-

age. Laterals are reduced in the region by more than

2.1 million. The South saves $5.5 billion by not en-

gaging in unnecessary water and sewer infrastructure

construction (Table ES.9). The region can realize a

savings of 2 percent of the uncontrolled-growth water

and sewer demand, a savings of 10 percent in the num-

ber of constructed water and sewer laterals, and a sav-

ings of 7 percent of the overall cost of infrastructure.

The West, which exhibits the next greatest absolute

growth, experiences similar savings percentages un-

der the controlled-growth scenario. Since its growth

is less than that of the South, the absolute savings are

less: a saving of 56.0 million in water and sewer de-

mand; a saving of 1.7 million in water and sewer lat-

erals; and a saving of $4.2 billion in water and sewer

lateral costs (Table ES.9). The Northeast and the Mid-

Total Water and Sewer Demand Total Water and Sewer Laterals Total Infrastructure Costs

Region

Un-

controlled

Growth

(Mgal/day)

Controlled

Growth

(Mgal/day)

Demand

Savings

(Mgal/day)

Un-

controlled

Growth

(000)

Controlled

Growth

(000)

Lateral

Savings

(000)

Un-

controlled

Growth

($M)

Controlled

Growth

($M)

Cost

Savings

($M)

Northeast 1,451 1,444 7 3,406 3,068 338 16,015 14,751 1,264

Midwest 2,935 2,915 21 7,110 6,604 505 30,393 28,839 1,556

South 7,942 7,870 72 21,243 19,116 2,126 84,573 79,026 5,547

West 5,794 5,737 56 14,108 12,456 1,652 58,786 54,544 4,242

United States 18,121 17,965 156 45,867 41,245 4,621 189,767 177,160 12,609

Source: Center for Urban Policy Research, Rutgers University.

Total Lane-Miles Required Total Road Cost

Region

Uncontrolled

Growth

(miles)

Controlled

Growth

(miles)

Savings

(miles)

Uncontrolled

Growth

($B)

Controlled

Growth

($B)

Savings

($B)

Northeast 288,059 281,251 6,809 135.77 129.57 6.20

Midwest 284,164 266,614 17,550 130.76 122.15 8.61

South 885,944 806,955 78,989 376.99 338.07 38.92

West 586,011 501,055 84,957 283.49 227.52 55.98

United States 2,044,179 1,855,874 188,305 927.01 817.31 109.70

Source: Center for Urban Policy Research, Rutgers University.

Note: Alaska is not included in the West region.

Table ES.9

Water and Sewer Infrastructure—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025

Table ES.10

Local Road Infrastructure—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025
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west together realize approximately one-half the lev-

els of savings registered in the West. Their combined

total savings are 27.6 million gallons of water and

sewer demand per day, 0.8 million water and sewer

laterals, and $2.8 billion in water and sewer lateral

costs.

Local Road Infrastructure

The demand for additional lane-mile capacity of lo-

cal roads is related to the distribution and density of

population. The Rutgers Road Model relates popula-

tion density to road density based on historical inci-

dence within the counties. Through regression analy-

sis, an ideal relationship between lane-mile density

and population density is generated for both the de-

veloped and undeveloped portions of counties.

Using the projected population density in 2025 and

the derived relationship between lane-mile density and

population density, an ideal level of lane-miles is es-

tablished for each area of the county. The model then

predicts the need for new road construction by com-

paring the ideal level of required lane-miles with the

existing lane-miles found in a county. A variable cost

factor is then applied to project future road costs. The

model does not project the costs associated with land

acquisition, bridges, or the repair or upkeep of roads.

For the projection period 2000 to 2025, under tradi-

tional or uncontrolled growth, the United States will

spend more than $927 billion to provide necessary

road infrastructure amounting to an additional 2.0 mil-

lion lane-miles of local roads (Table ES.10). Under

controlled growth, 1.9 million lane-miles of local

roads will be required, amounting to $817 billion in

local road costs. Overall, a saving of 188,300 lane-

miles of local roads and $110 billion can be achieved

with more-compact growth patterns. This is a saving

of 9.2 percent in local lane-miles and 11.8 percent in

local road costs. Why are the savings not greater?

Under either scenario, some development takes place

in the outer reaches of metropolitan areas and local

roads must be built. Even in the close-in areas where

growth is redirected, local roads must be widened to

accommodate development, resulting in additional

lane-miles of local roads.

Thus, whether you have sprawl or controlled growth,

approximately 2 million lane-miles (potentially mi-

nus 9 percent) of local roads must be put in place and

$927 billion (potentially minus 12 percent) must be

spent. A controlled-growth regimen obviously reduces

these outlays. While not extraordinary, savings clearly

are in evidence. Thus, appreciable savings in lane-

miles constructed and dollar costs committed could

be achieved under a growth regimen emphasizing

more-compact development patterns.

Local Public-Service Costs

An analysis of the fiscal impacts of public service

requires the calculation of (1) costs, (2) revenues, and

(3) net fiscal impacts. These, in turn, will be discussed

below.

Nationwide per capita costs, averaged and weighted

for the counties in which development will take place

under uncontrolled-growth conditions, are approxi-

mately $2,267 per capita and $120 per employee (see

ES.11). These average weighted county costs are about

10 percent higher per capita and per worker in devel-

oped areas ($2,473 and $129, respectively) and about

20 percent lower in undeveloped areas ($1,833 and $92,

respectively). Nationwide per capita costs for develop-

ment under controlled growth are about 3 percent lower

than they are under uncontrolled growth conditions.

Total annual revenues are $1,229 per capita and $537

per employee (see ES.13). About two-thirds of per

capita revenues come from the property tax; almost

all of the per-employee revenues come from this

source. As is the case for costs, revenues per capita

and per employee are 10 percent higher in developed

areas ($1,346 and $607, respectively) and 20 percent

lower in undeveloped areas ($999 and $362, respec-

tively). Nationwide per capita revenues for develop-

ment under controlled growth are about 5 percent lower

than they are under uncontrolled-growth conditions.

Residential equalized valuation per capita nationwide

under the uncontrolled-growth scenario amounts to

$42,249 per capita; nonresidential valuation per em-

ployee is $30,349 (Table ES.11). The combined

equalized valuation produces a local tax rate of $2.00

per $100 assessed valuation. Tax bases per capita and

per employee are 10 percent higher in developed ar-

eas of counties ($46,244 and $32,862, respectively)

and 15 percent to 25 percent lower in undeveloped

areas ($36,919 and $22,538, respectively). Nation-

wide tax base per capita for development under con-

trolled-growth conditions  is about 7 percent lower than

it is under uncontrolled-growth conditions.

During the period 2000 to 2025, under traditional or

uncontrolled-growth development, the nation will
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Developed Areas Undeveloped Areas Overall

Per

Capita

Per

Worker

Per

Capita

Per

Worker

Per

Capita

Per

Worker

Uncontrolled-Grow th Scenario

Expenditures 2,473 129 1,833 92 2,267 120

Revenues

Tax and Nontax 997 607 692 362 894 537

Intergovernmental Transfers 349 N/A 307 N/A 335 N/A

Total 1,346 607 999 362 1,229 537

Equalized Tax Base 46,244 32,862 36,919 22,538 42,249 30,349

Equalized Tax Rate ($ per $1 val.) 0.020 0.018 0.020

Controlled-Grow th Scenario

Expenditures 2,388 125 1,729 87 2,203 117

Revenues

Tax and Nontax 912 585 592 355 825 533

Intergovernmental Transfers 356 N/A 312 N/A 344 N/A

Total 1,268 585 904 355 1,169 533

Equalized Tax Base 42,529 31,849 31,536 22,073 39,452 29,745

Equalized Tax Rate ($ per $1 val.) 0.021 0.018 0.020

Source: Center for Urban Policy Research, Rutgers University.

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Region Costs Revenues Impact Costs Revenues Impact

Difference:

Controlled minus

Uncontrolled

Northeast 9,329 11,170 1,841 9,252 12,928 3,676 1,835

Midwest 18,914 15,352 -3,562 18,340 16,339 -2,001 1,561

South 58,441 38,845 -19,532 57,655 39,062 -18,531 1,001

West 56,558 34,023 -22,535 53,942 31,215 -22,728 -192

United States 143,242 99,389 -43,788 139,190 99,544 -39,583 4,205

Source: Center for Urban Policy Research, Rutgers University.

Uncontrolled Growth Controlled Growth Savings

Region Residential

Non-

residential

Total

Costs Residential

Non-

residential

Total

Costs Residential

Non-

residential

Total

Savings

Percentage

Savings

Northeast 434.5 256.1 690.6 385.9 250.3 636.2 48.6 5.8 54.4 7.9

Midwest 565.6 402.8 968.4 522.7 393.8 916.5 42.9 9.1 51.9 5.4

South 1,711.6 761.5 2,473.1 1,554.0 748.7 2,302.7 157.6 12.8 170.4 6.9

West 1,665.6 577.7 2,243.3 1,530.5 569.3 2,099.8 135.1 8.4 143.5 6.4

United States 4,377.3 1,998.1 6,375.4 3,993.0 1,962.1 5,955.1 360.2 38.4 420.3 6.6

Source: Center for Urban Policy Research, Rutgers University.

Table ES.11

Post Hoc Weighted Average Fiscal Parameters for Developed and Undeveloped Areas:

Uncontrolled- and Controlled-Growth Scenarios

(in Dollars)

Table ES.12

Fiscal Impact—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025

(in $Million)

Table ES.13

Aggregate Property Development Costs—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025

(in $Billions)
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expend $143.2 billion annually for public services and

will collect annual revenues in the amount of

$99.4 billion, resulting in an annual fiscal impact

deficit of $43.8 billion by 2025 (see Table ES.12 for

national and regional values).

Under controlled-growth development, for the same

projection period, the nation will expend annually

$139.2 billion in local public-service costs—a de-

crease of $4 billion (Table ES.12). The decrease in

costs is possible because, under controlled-growth

development, more development will take place in

developed areas where public services may be more

expensive, but public-service demand can be ab-

sorbed more readily due to the excess capacity found

there. This $4 billion annual decrease in costs (to

$139.2 billion) will be paired against a similar aggre-

gate annual revenue amount of approximately $99.5

billion. This will yield an overall reduced net fiscal

impact deficit of nearly $40 billion annually by 2025

under the controlled-growth scenario. Thus, in 2025,

this would amount to a positive fiscal impact differ-

ence of $4.2 billion annually under the controlled-

growth versus uncontrolled-growth scenario.

Sprawl and Real Estate

Development Costs

For the projection period 2000 to 2025, under tradi-

tional or uncontrolled growth, individuals and busi-

nesses in the United States will spend more than

$4 trillion to develop the residential and nonresiden-

tial structures necessary to accommodate the nation’s

household and employment growth (Table ES.13). A

combined saving of $420 billion in occupancy costs

can be achieved through more-centralized growth and

more-compact development patterns. This is a sav-

ing of greater than 6 percent in overall property devel-

opment investment costs. Are the savings significant?

Average residential housing cost will decrease from

$167,038 to $154,035 under the controlled-growth sce-

nario, lowering the average housing cost nationwide

for new housing occupants by $13,003, or 7.8 per-

cent (Table ES.14). Ideally, the purchase price indi-

vidual home buyers will pay will reflect this savings.

The specific savings will certainly vary by housing

type. The greatest savings will be realized in the cost

of single-family detached dwellings—almost $11,095

per dwelling unit. Mobile homes will offer the small-

est cost savings, $5,167 per dwelling unit. The cost

of attached and multifamily housing will actually in-

crease by $4,529 and $1,612 per unit, respectively,

under the controlled-growth scenario. Savings of ap-

proximately $865 per unit (1,000 square feet) (1.1 per-

cent), or an average of 86.5 cents per square foot,

will be in evidence for nonresidential development.

Are the approaches used to manage growth, saving

natural and man-made resources from consumption,

cost-effective? Are the processes used to contain de-

velopment too intrusive or growth limiting? Do they

increase the cost of housing? Property development

cost savings are significant enough to conclude that

the growth-control regimen, in addition to saving

natural and man-made resources, reduces residential

and nonresidential occupancy costs in a region by

offering greater variety in structure types and by

slightly increasing density. Growth controls, in the

presence of slightly increased density and more non-

single-family housing types, do not increase the price

of housing in locations where they are put in place.

There is, however, a cost amenity reduction (smaller

units and lots) that has not been calculated here.

PART III—THE PERSONAL COSTS

OF SPRAWL

Travel Miles and Costs

A regression-based travel model is developed to pre-

dict person-miles of travel as a function of urban form.

The results of the regression model are paired with a

population allocation model to provide estimates of

miles traveled and costs of travel under the two alter-

native development futures. The results of this pair-

ing show a national decrease of 49.6 million in daily

travel miles and an associated decrease of $24.1 mil-

lion in daily travel costs under the controlled-growth

scenario (See Tables ES.15 and ES.16, respectively).

Both of these figures include increases in the transit

component of overall travel costs under the con-

trolled-growth scenario.

The controlled-growth scenario decreases overall

daily travel miles by 4 percent and daily travel costs

by 2.4 percent. In the process of achieving these sav-

ings, miles traveled daily in privately operated ve-

hicles (POVs) are decreased by 4.7 percent and miles

traveled in transit are increased by 19 percent.

By directing more growth to urban/suburban coun-

ties as opposed to rural/undeveloped counties and

closer to existing developments in all counties, fu-
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ture miles traveled daily in transit will increase by

20 percent. The costs of these increases, combined

with POV decreases, serve to decrease overall daily

travel costs. This occurs in a context that makes only

900 counties applicable to this reduction since 2,200

of 3,100 counties in the United States are not involved

in the intercounty population shifts that make pos-

sible much of the travel differences that occur be-

tween the two growth alternatives.

Sprawl and Quality of Life

Quality of life is difficult to quantify. To allow qual-

ity of life to be understood and measured, a places-

rated method generally must be used. If one can se-

Uncontrolled-Growth Scenario Controlled-Growth Scenario Difference—Savings

Region POV Transit

Total

Travel POV Transit

Total

Travel POV Transit

Total

Travel

Northeast 87.2 1.4 88.6 81.0 1.7 82.7 6.3 -0.3 5.9

Midwest 178.1 4.6 182.7 171.5 5.2 176.6 6.6 -0.6 6.0

South 541.3 15.7 557.0 517.4 18.2 535.5 24.0 -2.5 21.5

West 386.9 13.2 400.1 367.5 16.4 383.9 19.3 -3.2 16.1

United States 1,193.5 34.8 1,228.4 1,137.3 41.5 1,178.8 56.2 -6.6 49.6

Sources: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Uncontrolled-Growth Scenario Controlled-Growth Scenario Difference—Savings

Region POV Transit

Total

Travel POV Transit

Total

Travel POV Transit

Total

Travel

Northeast 69,229 1,812 71,041 64,701 2,330 67,031 4,527 -517 4,010

Midwest 138,670 6,364 145,034 134,428 7,244 141,673 4,242 -881 3,361

South 421,409 21,296 442,704 406,586 24,788 431,374 14,823 -3,492 11,330

West 309,554 18,275 327,829 299,565 22,895 322,460 9,989 -4,619 5,369

United States 938,861 47,746 986,608 905,281 57,256 962,537 33,581 -9,510 24,071

Sources: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Table ES.14

Property Development Costs per Unit—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025

(in Dollars)

Table ES.15

Additional Daily Travel Miles in Privately Owned Vehicles (POV) and Transit

Uncontrolled- and Controlled-Growth Scenarios—United States and by Region: 2000 to 2025

(in $Millions)

Table ES.16

Additional Daily Travel Costs in Privately Owned Vehicles (POV) and Transit

Uncontrolled- and Controlled-Growth Scenarios—United States and by Region: 2000 to 2025

(in $Millions)

Uncontrolled Growth Controlled Growth Residential Savings Nonresidential Savings

Region Residential

Non-

residential Residential

Non-

residential Unit Savings

Percentage

Savings Unit Savings

Percentage

Savings

Northeast 246,418 85,705 228,329 84,277 18,089 7.3 1,428 1.7

Midwest 150,377 73,643 140,907 72,789 9,470 6.3 854 1.2

South 140,118 71,945 128,381 71,033 11,737 8.4 912 1.3

West 196,747 77,695 181,793 77,119 14,954 7.6 576 0.7

United States 167,038 75,463 154,035 74,598 13,003 7.8 865 1.1

Source: Center for Urban Policy Research, Rutgers University.
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lect variables that meaningfully separate places, and

those places, once distinguished, are recognizable as

different by a judging population, then a places-rated

scheme can be used for more rigorous analysis. That

is the procedure employed here.

Variables from a recognized econometric procedure

to rate quality of life are augmented and altered to

attain a recognizable ordering of counties in five

states: New Jersey, South Carolina, Florida, Arizona,

and Oregon. The judging panel reflected the com-

bined experience of the research team. The variables

are then applied to all counties of the United States to

develop an initial rating for each county. For those

counties with both developed and undeveloped ar-

eas—approximately 490 counties, or 15 percent of

all counties—the 26 variables are divided into two

sets of 13 variables each to describe the counties’ de-

veloped and undeveloped portions. Counties, EAs,

states, regions, and the United States as a whole can

have a people-experienced quality-of-life change de-

termined by the number of people moving to a county

and the conditions found there under the two alterna-

tive growth scenarios.

The analysis found that, overall, movement to more-

central places by new residents under a controlled-

growth regimen does not appreciably alter experi-

enced quality of life at any level of viewing (county,

EA, state, region). Neither the counties, the EAs, nor

the states show significant variations in quality of life

for new residents as a result of experiencing the closer-

in living of the controlled-growth regimen. In indi-

vidual instances, there may be some changes in the

quality of life experienced; on the whole, however,

little change is found.

Thus, at least at the county level, it cannot be said

that controlled growth will lead to either improved or

lower quality of life. This is a tentative, though im-

portant, finding because literature in the field is full

of unsubstantiated claims favoring both positions.

While the above analysis is far from the last word on

controlled growth and quality of life, the findings do

shed some light on the complexity of the issue as well

as the likely proportion of jurisdictions involved in qual-

ity-of-life changes under a controlled-growth regimen.

Sprawl and Urban Decline

The study also explored the relationships between

suburban sprawl and urban decline. Two specific as-

pects of this issue are analyzed: Is there a significant

connection between sprawl and urban decline? If so,

does sprawl aggravate urban decline? Several statis-

tical approaches were employed to explore these sug-

gested relationships and to establish the extent of their

influence on one another.

A sprawl index and an urban decline-distress index

are derived with the largest number of potentially

causal variables. The component variables for each

index are entered into a multiple regression analysis

simultaneously. Independent variables are eliminated

until the largest correlation is achieved between cause

(sprawl) and effect (urban decline).

The following conclusions emerge from the study’s

empirical examination of the relationship between

suburban sprawl and urban decline:

• The concentration of low-income households

within the older core areas appears to be the

single most important factor leading to the with-

drawal of many viable households and firms from

central cities and into outlying areas. In most

commentaries about urban decline, the with-

drawal of viable households from cities is attrib-

uted mainly to secondary conditions produced

by concentrated poverty—high crime rates, poor-

quality schools, and low levels of public ser-

vices—not to the concentration of poverty itself.

• The racial attitude of whites toward living with

minorities—especially African Americans—is

the single most important factor causing the con-

centration of poverty, and of minorities, in cen-

tral-cities.

• Three variables embodying aspects of suburban

sprawl have a statistically significant relationship

to greater urban decline and distress, as measured

by the urban decline-distress index: (1) greater

local government fragmentation, (2) greater over-

all metropolitan-area residential segregation, and

(3) higher ratios of the percentage of poor in cit-

ies to the percentage of poor in suburbs. The three

variables are all indirectly related to the exclu-

sionary behavior of suburban housing markets.

• Several other factors closely associated with sub-

urban sprawl seem to have no impact on city

population growth rates or urban decline and dis-

tress. If sprawl has some role in the decline of

cities, that influence is not being exerted through

(1) unlimited outward extension of new devel-

opment, (2) leapfrog development, (3) low-den-

sity residential and nonresidential development,



16

E X E C U T I V E   S U M M A R Y

or (4) extensive dominance of urban transporta-

tion by automotive vehicles.

• Urban decline as measured by losses of city popu-

lation is indeed a cumulative process, consistent

with the hypothesis that urban decline contains

self-aggravating elements.

• The linking of the U.S. development process to

urban decline remains to be tested conclusively.

Benefits of

Sprawl

Perceived as a

Benefit by

Many People

Actually

Caused by

Sprawl or its

Traits

Appears

Widespread in

Regions of the

U.S.

Has Serious

Negative Side

Effects

Perceived as a

Disadvantage

by Many

People

Unequivocally

a Net Benefit

to Society as a

Whole

Lower land and
housing costs

Yes Yes Probably No Partly Probably

Larger average
lot size

Yes Yes Yes No No Yes

Larger home
and room sizes

Yes Not clear Not clear No No

No, because
actual extent of
occurrence is

not clear

Reflects low-
density
preferences

Yes Yes Yes No

Unclear, some
say not enough
other choices
are available

Yes

Shorter
commuting time

Probably Not clear Not clear No

Yes, because
longer driving
distances are

involved

Not clear

Less-intensive
traffic
congestion

Only by a few
people

Not clear Not clear No Yes

No, because
actual extent of
occurrence is

not clear

Lower overall
transport costs

No No No No Yes No

More efficient
use of infill
sites

Only by a few
people

Yes Not clear No Yes

No, because
actual extent of
occurrence is

not clear

Neighborhoods
with lower
crime rates

Yes Partly Yes

Yes, partly
caused by

exclusionary
behavior

Yes

No, because
partly caused by

exclusionary
behavior

Better-quality
public schools

Yes Partly Yes

Yes, partly
caused by

exclusionary
behavior

Yes

No, because
partly caused by

exclusionary
behavior

Greater
consumer life-
style choices

Yes Yes Yes

Yes, helps
perpetuate

exclusionary
behavior

Yes Yes

More
homogeneous
communities

Yes Partly Yes

Yes, based
directly upon

very
exclusionary

behavior

Yes

No, because
based directly

upon very
exclusionary

behavior

Stronger citizen
participation
and influence in
local
governments

Yes Yes Yes

Yes, helps
perpetuate

exclusionary
behavior

No Probably

Source: Anthony Downs, The Brookings Institution.
Note: Shaded cells show conditions supporting value of benefits

Table ES.17

Are the Alleged Benefits of Sprawl True Benefits to Society as a Whole?
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The analysis could easily lead to three erroneous con-

clusions: (1) that sprawl has contributed nothing to

urban decline in the past; (2) that the sprawl-domi-

nated growth process can be continued unchanged

without any danger of aggravating urban decline in

the future; and (3) that there is nothing wrong with

continuing the low-density elements of the growth

process in the future, since those elements have not

contributed to urban decline. The low-density ele-

ments that constitute sprawl clearly contribute to other

adverse outcomes.

PART IV—DEALING WITH

SPRAWL

The Benefits of Sprawl

A preliminary inventory of possible benefits of sprawl

identified in an earlier literature search (Burchell et.

al 1998) is reviewed in detail to determine the ben-

efits of sprawl to society as a whole and to specific

groups within society.

The results of subjecting the perceived benefits of

sprawl to six credibility measures are summarized in

Table ES.17. Three of the 13 benefits of sprawl are

indeed “true” net benefits to society as a whole, and

two others probably fit into this category. The three

potential benefits that clearly have merit are  (1) larger

average lot sizes at a distance from the center of a

metropolitan area; (2) reflection of consumer prefer-

ences for low-density living; and (3) the provision of

consumer households with more combinations of tax

levels and social services than would occur under

nonsprawl development. The two that are probably

beneficial are (1) lower land and housing costs ob-

tained when moving farther from each region’s cen-

ter, and (2) stronger citizen participation and influ-

ence in small, fragmented local governments rather

than large, single political jurisdictions.

Only one universal benefit is definitely not a “true”

benefit, because an earlier analysis showed that this

condition did not really exist. This benefit is that

sprawl produces lower overall transportation costs

than more-compact forms of development. The trans-

portation analysis showed that overall transportation

costs would be higher under continued sprawl devel-

opment than under more-compact development forms.

Four other conditions cannot be considered unequivo-

cal benefits to society because it is not clear that they

exist at a great enough scale across the nation to be

socially significant. These are shorter commuting

times, less-intensive traffic congestion, larger home

and room sizes, and more efficient use of infill sites.

The remaining three benefits of sprawl are not un-

equivocally beneficial to society because they have

seriously negative side effects or consequences: ac-

cess to better-quality schools and access to neighbor-

hoods with lower crime rates in peripheral areas dis-

tant from regional centers, and creation of relatively

homogeneous neighborhoods. These conditions are

surely perceived as benefits by the residents of those

peripheral areas, but such neighborhoods achieve

these benefits by engaging in economically and so-

cially exclusionary practices that accentuate the con-

sequent concentration of very poor households in in-

ner-core, high-poverty neighborhoods. Therefore, the

conditions that the residents of these outlying areas

perceive as benefiting them cannot be considered

unequivocally good for society.

The same criticism might be made about two other

benefits of sprawl, both of which are based on the

fragmentation of governance powers over land uses

among many relatively small municipalities or towns.

These are (1) a wider range of choices about combi-

nations of tax and public-service levels and (2) greater

citizen participation and influence in local govern-

ment decision making. Neither wider choice of tax

and public-service combinations nor greater citizen

influence is inherently harmful to low-income house-

holds, though the outcomes of both benefits can pro-

duce such harm to poor households in inner-core,

high-poverty neighborhoods. Moreover, both these

conditions are widespread and highly valued by mil-

lions of Americans—enough so that they are regarded

in this study as net benefits to society.

Surveying the results of the analysis of sprawl’s ben-

efits, is it possible to arrive at an overall conclusion

concerning whether sprawl’s “true” benefits—and

others that surely contribute some positive results to

many households—make sprawl an acceptable de-

velopment form? Sprawl has benefits that can be

measured, and these are reasonably significant. It has

more costs that can be measured, and these are more

significant. Sprawl has some benefits that cannot be

measured empirically; these may be significant. Over-

all, from what can be measured, sprawl has more costs

than benefits.
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Developing Policies in Response to

Sprawl

To formulate specific policies in response to sprawl’s

negative effects, the study has reviewed the literature

and discovered that antisprawl advocates have pro-

posed seven basic policy strategies to achieve a re-

sponse to sprawl. These seven strategies are also key

elements in the many approaches to “smart growth”

proposed by different organizations, government

agencies, academic observers, and others during the

past few years. Each policy strategy consists of a

broadly defined means (a tactic) of counteracting what

its proponents believe are one or more negative ef-

fects of sprawl.

Encouraging more spatially compact development.

Not all tactics are equally effective in making future

regional growth more compact. The following tac-

tics are most likely to help accomplish that goal:

(1) regional urban growth boundaries; (2) regional

urban service areas; and (3) state aid contingent on

local growth zones. The next group of tactics can

contribute significantly to more-compact regional

growth if used by most counties in the metropolitan

area concerned: (1) large-lot zoning in rural areas;

and (2) physical restrictions on developable land. Fi-

nally, the tactics that are not likely to be effective in

making future regional growth more compact are:

(1) local urban growth boundaries; (2) local urban

service areas; (3) high development fees and exac-

tions; (4) adequacy-of-facilities requirements; and

(5) transferable development rights.

Reducing society’s dependence on private automo-

biles. Greatly increasing taxes on gasoline is the only

tactic likely to have much effect in reducing automo-

bile dependence in U.S. metropolitan areas, and even

this is likely to have little effect. U.S. automobile us-

ers will choose different types of automobiles before

they will choose not to own an automobile. All other

tactics would have little effect on the present high

levels of use of privately owned vehicles for ground

transportation. In theory, high license fees and sales

taxes might have some impact, but those fees and taxes

would have to be increased immensely to be effec-

tive. However, neither of these two tactics has much

chance of achieving political acceptability in the ab-

sence of another energy crisis like the one that oc-

curred in the 1970s. Those few tactics with relatively

high political acceptability—constructing light-rail

transit systems and more bikeways and pedestrian

walks—would have little effect on reducing overall

automobile dependency in U.S. metropolitan areas.

It appears that effectively implementing this basic

policy will be extremely difficult.

Reducing the financial dependence of local

government’s revenues on property values and sales

taxes within its own boundaries. The biggest prob-

lem with the tactic of tax-base sharing has been the

political difficulty of getting it adopted, because it

essentially redistributes future tax burdens from one

set of localities to another. The localities that gain

from this redistribution include those with relatively

low per capita property-tax bases, especially those

without much commercial and industrial property. The

localities that lose—at least from a short-term per-

spective—are those with high per capita property-

tax bases, especially those containing large amounts

of commercial and industrial development. However,

this last group normally has much more political in-

fluence in state legislatures and can therefore suc-

cessfully resist attempts to shift their future tax rev-

enues to less fortunate places.

Providing opportunities for low-income and minor-

ity households to move out of concentrated-poverty

neighborhoods. Two fundamental obstacles must be

overcome to make this strategy work. First, there is a

large gap between the economic capacity of low-in-

come households and the market costs of renting or

buying housing units in nonpoverty neighborhoods.

Second, the residents of nonpoverty neighborhoods

frequently and vehemently resist the entry of house-

holds whose incomes are much lower than their own—

especially if the incumbent residents are predomi-

nantly white and the newcomers are predominantly

African Americans.

The effectiveness of providing opportunities for

households from concentrated-poverty areas to live

in the suburbs depends heavily on the scale at which

the associated tactics are implemented. Several tac-

tics could be quite effective in a region if used at a

relatively large scale; these include inclusionary zon-

ing, the regional use of HUD housing vouchers, and

permitting owners of large single-family homes to

develop accessory apartments. Two of these three

mechanisms (involving zoning and accessory apart-

ments) could be implemented on a large scale with

little total cost in public funds. Others are not likely

to be effective in a direct way, either because they are

mostly hortatory (e.g., appointing a state regulatory

barriers commission) or because they are almost cer-

tain not to be implemented on any significant scale

(e.g., a housing trust fund and local-zoning overrides).
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Introducing new elements of urban design into land-

use planning. Because most of these tactics are so

narrow in scope and, for the most part, involve chang-

ing the rules and regulations that govern the creation

of new residential subdivisions, it is not appropriate

to evaluate them with the same criteria of desirabil-

ity used to evaluate the other policy tactics described

here.

In fact, the impacts of all of these tactics on the nega-

tive effects of sprawl would mainly be confined to

the microscale rather than to the macroscale. Most of

the tactics focus on the aesthetic and efficiency quali-

ties within individual residential subdivisions, rather

than on the areawide effects of sprawl. Hence, even

if these tactics were employed at a large scale in a

growing region, they would not have much impact

on many of the key adverse effects of sprawl.

Revitalizing concentrated-poverty and other neigh-

borhoods in inner-core areas. The most effective tac-

tics for inner-core-area revitalization are reducing

crime rates and increasing security, and improving

the quality of public schools. The next most effective

tactics are locating all new public facilities in inner-

core areas and encouraging major institutions located

there to make large investments in improving their

surroundings. If carried out at a large enough scale in

a single neighborhood, these two tactics in themselves

have the potential to completely revitalize that neigh-

borhood. That is also true of making vacant parcels

available for immediate development by entrepre-

neurs (in the case of a single large vacant parcel de-

veloped as a unified project) and reducing or abating

taxes (again, if done for a single large development

project that dominates its neighborhood). However,

these two tactics are most often done at a smaller scale,

and therefore fall into the category discussed next.

Another set of tactics essentially removes general

obstacles to long-term improvements in many neigh-

borhoods but would not accomplish revitalization in

any one area quickly. These tactics include stream-

lining all city approval and permit-granting proce-

dures; reducing requirements for overly expensive

building materials or methods; making vacant par-

cels available for immediate development by entre-

preneurs; reducing or abating taxes on new or reha-

bilitated structures; using Community Development

Block Grant funds to improve local amenities; end-

ing rent controls; giving owners of large single-fam-

ily homes the right to create accessory apartments;

and ending restrictions on the use of mobile or manu-

factured housing.

The last tactic—using separate tax rates for land and

buildings—is a long-run reform tactic that would take

many years to have a major effect.

Creating regional agencies to review and coordinate

land-use plans drawn up by individual localities. The

resulting inherent tension between the regional effects

of land-use decisions and the purely local perspec-

tive of those who make or regulate such decisions poses

the single greatest challenge to effective and efficient

planning and action within each region. Therefore, one

key strategy for effectively coping with growth-related

problems is to create one (or, in some cases, more than

one) regional organization that has the responsibility

and the legal and political authority to coordinate the

land-use and other related plans developed by individual

localities and other government bodies.

Future Research on Sprawl

Although this report is an important and necessary

first step in the defining of sprawl and its impacts,

much work remains to be done if this research is to

bear fruit. The missing knowledge about sprawl and

its impacts must be filled in. As such, a meaningful

research agenda should be put into place. This means

committing the transportation, land-use, and housing

research communities to achieving this agenda and,

by so doing, achieving the goal of a sustainable and

fulfilling life for all citizens of the United States.

The report lists additional research efforts that must

be undertaken to better understand sprawl. Each of

the research agenda items described is given a score

based on the following three evaluation criteria: so-

cietal importance, conceptual difficulty, and practi-

cal ease/costs of completion. From the list of future

research items, about one-quarter, or 11, emerge with

the highest combination score of societal importance,

conceptualization ease, and lowest practical costs of

implementation:

Defining and measuring sprawl . (1) Create a

microdefinition of sprawl involving specific inclu-

sion and arrangement of land-use elements.

Land consumption aspects of sprawl. (2) Determine

average land consumption per capita or per house-

hold in the United States and use it to view the effects

of various types of growth on inventories of critical

lands. (3) Define or map prime agricultural land us-

ing soils or other criteria. (4) Determine at what per-

centage of market price a “taking” is initiated for vari-

ous categories of privately held land.
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Sprawl and infrastructure impacts. (5) Provide mul-

tipliers relative to value or scale of development which

help to project the necessary future capital costs of

serving this development.

Sprawl and transportation impacts. (6) Analyze the sepa-

rate and intertwined impacts of regional, community,

and neighborhood scale effects on travel behavior.

Sprawl and quality-of-life impacts. (7) Analyze sta-

tistically the relationship between housing costs and

distance from the center of metropolitan areas.

Sprawl and social impacts. (8) Prepare an outreach

guide on best practices to engage community groups

in antisprawl efforts.

Sprawl and public choice. (9) Determine the extent

of and sort through the various layers of consumer

preference for sprawl development.

Sprawl and private-sector activities. (10) Determine

ways that the market could be redirected to achieve

antisprawl development patterns.

New tools for sprawl control. (11) Prepare a smart-

growth handbook with techniques keyed to context

of development.

What has been produced here is a listing of the re-

search projects that are both important and relatively

easy to carry out. That does not mean that other more

difficult research should not be initiated. Those re-

search topics are identified elsewhere in the report,

but examples follow. Clearly research on the benefits

of sprawl is underrepresented in the literature and must

be undertaken. Additional studies must also follow

on the relationship between sprawl and quality of life,

and sprawl and urban decline. A better definition of

sprawl must ensue; so too must a more-encompass-

ing sprawl index.

CONCLUSION

Sprawl is an issue recognizable to the general public.

Residents of the suburbs experience congestion, sepa-

ration, and a loss of sense of community. They per-

ceive that most shopping centers and strip malls are

ugly and that the amount of land that is being con-

sumed by development is leaving less land for future

agriculture and open spaces. A small portion of the

public has been introduced to a different way of or-

ganizing suburban neighborhoods. This new organi-

zation includes mixed land uses and housing types,

new types of street and structure architecture, and the

provision of central places and open space to make

neighborhoods meaningful. Those who have been

introduced to it like the concept, but only a small share

of those eligible opt to purchase a home in such de-

velopments. Thus, between those who are unaware

of an alternative development form and those who

are aware and consciously seek the traditional devel-

opment form, a large number of people have not chal-

lenged sprawl sufficiently to significantly alter de-

velopment patterns. Why is this true? In terms of

significant individual concern, traditional develop-

ment has delivered all but a congestion-free environ-

ment. There is some minor dissatisfaction caused by

the current aesthetics of development or land consump-

tion per unit of development, which is double what it

was in 1950, but on the whole, sprawl is delivering what

most consumers want: safe neighborhoods, appreciat-

ing housing values, and unrestricted use of their auto-

mobiles. Complaints other than congestion, aesthetics,

or resource consumption are relatively few.

On the other hand, one must recognize that in 1998,

72 percent of the 240 state or local ballot measures

related to open-space protection, land conservation,

parklands acquisition, and smart growth passed. The

measures amounted to $7.5 billion in additional state

and local conservation spending. Further, both major

political parties have taken positions against urban

sprawl. The National Association of Homebuilders,

Fannie Mae, and the Mortgage Bankers Association

have recently published monographs on the antidote

to urban sprawl—smart growth.

This study has attempted to fairly place the evidence

of sprawl and its impacts before the general public

for review. It has been the purpose of the study to

explain why the public and academics alike are so

divided on the consequences of sprawl and why the

topic has so defied understanding. Now with better

understanding and more information, the two tradi-

tional positions—for and against current development

patterns—need not be so polarized.

What has been found after four years of studying

sprawl and its effects? First, sprawl is the dominant

form of growth occurring in major metropolitan ar-

eas. Even in metropolitan areas where there is no net

new growth, the transfer growth (i.e., growth that shifts

from one area to another) is sprawl growth. Thus, in

the United States in 2000, three basic conditions ex-

ist. There are rural or undeveloped counties (approxi-

mately 2,100 counties) in which a small amount of
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growth or no growth is occurring. Growth is too in-

consequential in these counties to be called sprawl,

although its characteristics are clearly sprawl-like.

There are urban centers and urban or developed sub-

urban counties (approximately 250 counties) that are

declining or growing slowly, not sprawling. In these

counties, growth is negative or barely keeping up with

decline. Also in this group are a few urban counties

that are growing. However, most of the development

occurring in these locations is not of the sprawl type.

Finally, there are rural, undeveloped, or developing

suburban counties (approximately 750 counties)

where growth is initially all sprawl. This study fo-

cuses on the last group of counties to document the

magnitude of sprawl and to analyze its effects.

The effects of sprawl growth are mixed. There ap-

pear to be more costs than benefits of sprawl growth,

and many of these costs are measurable. Benefits of

sprawl are fewer and often do not lend themselves to

measurement. In terms of costs, sprawl development

consumes land and various types of infrastructure to

a level that compact development does not. Sprawl

development also provides fewer positive fiscal im-

pacts (more costs and less revenue) than compact

development provides. Furthermore, sprawl develop-

ment does not often come in a form that provides for

significant amounts of attached or multifamily hous-

ing. Since a mix of housing types is not provided,

primarily single-family units on larger lots at the pe-

riphery of the metropolitan area are chosen, and

lower-priced urban housing markets are not. Overall,

housing costs are greater under sprawl development.

Finally, personal travel costs, primarily linked to the

automobile, are higher in sprawl locations. This is

due to an absence of transit and the inability to make

nonmotorized forms of transportation attractive.

Sprawl does provide less expensive single-family

housing at the periphery of metropolitan areas. It also

provides congestion management: Sprawl creates the

suburb-to-suburb work trip, making urban areas less

congested and the overall traffic pattern less focused

on the major centers within metropolitan areas. In

addition, sprawl also allows households to choose a

variety of community settings in which primarily

single-family housing is available and local govern-

ments are small and accessible. Americans are gen-

erally satisfied with this choice.

On the other hand, retiring baby boomers and surges

in immigration, are creating a new demand for cen-

ters and urban places. Of these, the locations that will

receive sustained future development demand must

be safe and interesting, and they must offer some share

of the population the ability to access functioning

public school systems.

The draw of more-centralized living places, must be

viewed as, at best, an emerging trend. The vast prepon-

derance of both initial and trade-up housing demand

will require single-family housing in sprawl locations.

This is the current and future pattern of development.

The cost of this locational pattern in dollar outlays and

resources consumed is both continuously increasing and

basically unnecessary to achieve a very high quality of

life. Too much land and infrastructure are being con-

sumed by development. Two sets of infrastructure are

being created and both are underutilized: the one Ameri-

cans are running away from (cities and older devel-

oped suburbs) and the one they never catch up with

(the new spreading development). This development

pattern results in overly high costs to local governments,

developers, and housing consumers. As a result, taxes

are increasing in the older communities due to exces-

sive capacity in their infrastructure and in the sprawl

developments due to the need for required systems to

serve the new growth, including such such physical in-

frastructure items as community water and sewer.

It is possible to accommodate growth in another

way—to be more centrally focused in development

patterns and to consume fewer resources when de-

velopment takes place. This is compact development,

or smart growth. Smart growth allows all develop-

ment that would have taken place under uncontrolled

growth to occur, but it directs that development to

locations where it is more efficient to provide public

services. This allows appreciable savings in a rela-

tively short period of time. Resources need not be as

aggressively consumed, yet the amount of residential

and nonresidential development is not altered. That

is the message of this study. Sprawl produces costs in

dollar outlays and in resources consumed, but these

costs are deceivingly bearable in the short run. The

benefits of unrestricted freedom of choice of neigh-

borhood and lower housing costs seem worth the cost.

In fact, they probably are. However, these benefits

can be achieved through compact development with

little loss of freedom of choice or housing value and

with significant savings of man-made and natural re-

sources. Smarter growth appears to be a reasonable

approach and a relatively easy choice for future devel-

opment in the United States. Committing to and imple-

menting smart growth is a much more difficult task.
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Part 1 of Costs of Sprawl—2000 focuses on a discus-
sion of the magnitude of the current United States
population as well as its projected growth. Sprawl is
identified and quantified as an element of overall pro-
jected growth. Chapter 1 begins with a discussion of
the historical evolution of sprawl, especially as it re-
lates to the original separation of core and outer-city
neighborhoods as well as cities and suburbs. The point
being made here is that the same form of separation
between sectors of a city or a city and its surrounding
political jurisdictions has been in existence for a long
period of time. A portion of this chapter also deals with
future trends and their likely impact on development.

Both past and current trends are important. Although
sprawl’s origins are often linked almost exclusively
to the rise of the automobile, sprawl clearly was
present in the days of the streetcar, and earlier. Fur-
thermore, both future immigration and retirement will
affect the demand for housing in central places. Re-
direction of population as an antidote to sprawl can-
not occur without the growth of central-city real es-
tate markets. Once both growth origins and future
trends are understood, the two growth alternatives are
explicitly defined in chapter 2. Definitions of coun-
ties as urban, suburban, rural, and undeveloped, based
on geographic location and density, and a definition
of sprawl involving level and location of growth are
incorporated.

In chapter 3, growth in the United States is projected
for the nation as a whole, for regions, and for coun-

ties. This is the base projection used throughout the
remainder of the study. Variations in growth by re-
gion and type of development are also discussed in
this chapter.

In chapter 4, the two growth alternatives (one char-
acterized by spread development, one by compact or
“smart” development) are projected at the county level
for all counties of the United States and the incidence
of sprawl is measured nationally. Under the second
scenario, sprawl is controlled by directing a portion
of future county growth in population and employ-
ment to the county’s most developed portions
(intracounty redirection) and a portion of develop-
ment from the outer counties of the metropolitan area
to the inner counties (intercounty redirection). This
manipulation of population and employment under
compact development establishes the comparative
base for all future impact analyses. Impact assess-
ments are undertaken at the national level using all
172 economic areas.

Chapter 5 takes a closer look as this process unfolds
in 15 specific economic areas. Economic areas in New
York, Florida, Texas, California, Oregon, Illinois, and
other states are examined to determine whether this
type of redirection is both feasible and sensible, given
the potential for development and prior growth rates
of inclusive counties. These case studies establish the
practicality of method; nationwide impacts are stud-
ied in Parts 2 and 3.

Introduction to Part I
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I

Sprawl and Its Historical
Context:

The Past and the Future

STUDY OBJECTIVE

On a weekly basis in the United States, the issue of
land development and its negative effects is brought
before the American people. In speeches known for
their passion and evangelical nature, researchers from
the National Trust, the Conservation Fund, the Sierra
Club, the Audubon Society, the American Farmland
Trust, the Environmental Protection Agency, the
American Planning Association, and others call for
“an end to reckless consumption of natural resources
and the destruction of the American landscape.” This
is a call to stop sprawl, save land, build less develop-
ment infrastructure, and reduce both the costs of de-
velopment and the costs of providing public services
to this development (Weitz 1999b).

Just as passionate are responses from the National
Association of Homebuilders, Realtors, the Farm
Bureau, and conservative institutes such as Heritage,
Cato, Pacific, and Reason that claim American prop-
erty rights are being abridged en route to fixing a
development problem that is not broken. In their view,
sprawl is suburban development that allows people
to own a home, enjoy good public education, and live
in safe environments at relatively low costs. In addi-
tion, supporters proclaim that congestion is bearable,
the U.S. has a lot of resources, automobiles are effi-
cient, people like what they have, and for the most

part, the system works (Staley 1999a). Further, they
caution that those who would tamper with the system
do so at their own and society’s risk (Shaw and Utt
2000).

The press is involved. In the summer of 1999 alone,
the popular media repeatedly notified the public of
the perils of sprawl. Sprawl was featured in a seg-
ment of CNN’s Year 2000 Millennium Series that cited
Arthur Levitt’s 1950s Long Island, New Jersey, and
Pennsylvania building activities as examples of what
can be learned from the past and done better in the
future. Governor Roy Barnes of Georgia was profiled
in the July 1999 issue of Newsweek after he created a
13-county regional transportation agency (Georgia
Regional Transportation Authority) to deal with
Atlanta’s traffic congestion and resultant failure to
comply with the Clean Air Act amendments. In the
August 1999 issue of Business Week, the 10th of “21
Ideas for the 21st Century” identified ways to com-
bat urban sprawl as a “smart” strategy to improve both
existing and new living environments (Burchell,
Listokin, and Galley 2000). In the September 1999
issue of the New Yorker, two books on a new urban-
ist, antisprawl living environment, Celebration, FL,
were reviewed. Finally, in a February 2001 edition of
the New York Times Book Review, Peter Calthorpe
and William Fulton’s new book, The Regional City:
Planning for the End of Sprawl, was reviewed. Sprawl
and its impacts, correctly or incorrectly stated, are
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becoming increasingly well known to the public at
large (Lessard 2001).

The press is also caught up in the sprawl ping-pong
game. Trying to be fair, journalists present informa-
tion taken from both sides of the issue, with little abil-
ity to sort and distinguish between conflicting infor-
mation. Often the same statistics and sources of data
are presented with radically different interpretations.
The American public is in a quandary. There is a gen-
eral feeling on the part of most Americans that sprawl
is ugly, it causes congestion, and the neighborhoods
it creates have no sense of community. On the other
hand, Americans, basically content with their lifestyle
though willing to make course corrections, are un-
willing to surrender what they have known for most
of their lives.

It is the purpose of this study to carefully analyze the
costs and benefits of sprawl and present this infor-
mation fairly. This must begin with a basic discus-
sion of definitions and data sources, an analysis of
national growth, and, ultimately, projections of sprawl
throughout the United States by differing levels of
geography. First, though, it is necessary to discuss
relevant historical forces and their impact on the ge-
ography of the United States. That is the focus of this
chapter.

SPRAWL IN THE NEW
MILLENNIUM—WHERE HAVE WE
BEEN AND WHERE ARE WE
GOING?

The Good Old Days—Unlimited
Supply of Land and Resources

If the sprawl that we know today is characterized by
low-density, leapfrog development and unlimited
outward expansion, then this is clearly a reflection of
the early settlement pattern of the United States. A
central component of the nation’s development his-
tory is the idea that the supply of land is unlimited.
During the colonial period, the U.S. was perceived
as a vast expanse of land and natural resources avail-
able to all comers. Whoever settled and controlled
the land had free access to those resources. The Brit-
ish government aggressively promoted settlement of
the frontier by granting large tracts of land to indi-
vidual proprietors or companies. The cities that sprung

up in those days were not major employment centers;
instead they were oriented around shipping, warehous-
ing, and other port activities whereby resources from
America (e.g., furs, sugar, tobacco, wheat) were
shipped to Europe and other countries in exchange
for finished goods that the colonists could not pro-
duce for themselves (Turner 1986).

Following the American Revolution in 1776, a new
constitutional government took over all western lands
beyond the original 13 states, then helped expand the
boundaries of the frontier by acquiring and/or sur-
veying new lands for settlement (Turner 1986). Re-
gional land offices sold or deeded land to settlers
under favorable terms. In 1790, the population of the
United States was about four million, somewhat
evenly divided between the Northeast and South Re-
gions (U.S. Department of Commerce 1999). Al-
though settlers were also present in other regions,
especially what is now the Midwest, their numbers
were insignificant. Because people needed to be rela-
tively self-sufficient, and because the country’s
economy relied heavily on the exportation of agri-
cultural commodities, people resided on lands in
agricultural use—i.e., family farms or large planta-
tions. More than 95 percent of the population lived
in rural areas (U.S. Department of Commerce 1999).

The recognition of geographic regions goes back to
the colonial period of American history. By the eigh-
teenth century, the names New England, the Middle
Colonies, and the South had come to refer to major
sections of the Atlantic seaboard. Each of these re-
gions encompassed several adjacent colonies or ar-
eas of settlement. The regional designations reflected
particularities of location, climate, topography, eco-
nomic systems, ethnic composition of the settlers, and
systems of local government. One early use of these
areas in a statistical compilation dates from before
the American Revolution, when the British govern-
ment grouped the North American colonies into ma-

C
ou

rt
es

y 
of

 C
. G

al
le

y



29

jor colonial regions to summarize foreign trade in-
formation. These regions were New England, Middle
Colonies, Upper South, and Lower South.

These colonial groupings were the forerunners of the
state combinations that appear in census publications.
In fact, the area called New England in colonial times
maintains its geographic identity to the present day;
except for Vermont, which was part of New York.
Much the same is true of the Middle Colonies; ex-
cept for Delaware, which is now in the Census
Bureau’s South Atlantic Division, New Jersey, New
York, and Pennsylvania remain the component states
of the Middle Atlantic Division. (Maryland and Vir-
ginia constituted the Upper South; North Carolina,
South Carolina, and Georgia, the Lower South.)

The 1800s were characterized by continuous west-
ward expansion, aided by the discovery of gold in
California and the extension of the railroad across
the country. The Midwest was settled during the first
half of the century, resulting in several new states
joining the Union. By 1840, the nation had grown to
17 million people, with nearly 7 million each in the
Northeast and South Regions, and about 3 million in
the Midwest Region (U.S. Department of Commerce
1999).

Settlements on the West Coast began to emerge around
the middle of the 1800s. Thousands of people mi-
grated from the Midwest to Oregon beginning around
1830 (New Oregon Trail 1999). The Gold Rush of
1849 attracted people from all areas of the nation to
California.

Between the 1850 and 1860 censuses, the Census
Office divided the country into three great sections:
(1) the Eastern on the Atlantic Coast; (2) the Western
on the Pacific Coast; and (3) the Interior, encompass-
ing the states of Alabama, Arkansas, Illinois, Indi-
ana, Iowa, Kentucky, Louisiana, Michigan, Missis-
sippi, Missouri, Ohio, Tennessee, Texas, Wisconsin;
the territories of Kansas, Minnesota, Nebraska; and
the Unorganized Territory of Oklahoma.

In many respects, this foreshadowed the present ar-
rangement of Census regions and divisions. The
Northern Division of the Eastern Section is today’s
Northeast Region; the Southern Division of the East-
ern Section comprises the present South Atlantic Di-
vision; the Southern Interior corresponds largely to
today’s East and West South Central Divisions; the
Northern Interior resembles the Midwest Region; and
the name Western Section still applies to much the
same area now referred to as the West.
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Although the West Region first officially appeared in
census counts in 1860, with 179,000 people, it was
not until 1890 that Census tabulations revealed that
the “frontier” had become history (U.S. Department
of Commerce 1999, Turner 1986). The continuous
line that previously could be drawn across the West
to delineate the frontier’s boundary had finally
reached the West Coast. At this time, the United States
had 63 million people—three million in the West and
17 million to 20 million in each of the other three
regions. The nation had grown from 17 million to 63
million over a 50-year period (U.S. Census 1999).

Even with the loss of the frontier, however, the sup-
ply of undeveloped land seemed enormous. The ma-
jority of the land was undeveloped, agricultural, or
rural. Large areas within the U.S. still remained rela-
tively unsettled, although the expansion of the rail-
roads, which reached Oregon in 1883, made interior
lands more attractive to growth and development. The
railroad clearly played a crucial role in the develop-
ment of the West. Railroad mileage during the last
half of the nineteenth century expanded from 9,000
to 193,000 miles (Krueckeberg 1994).

From this period on, the West has shown more rela-
tive growth than any other region. Even during the
Industrial Revolution, the out-migration of major ur-
ban areas during the 1960s and 1970s, and the ulti-
mate reversal of the migration north starting in the
late 1970s and early 1980s (postindustrial America),
the West has continuously had the fastest growth rate
of any U.S. region.

The Pre- and Postindustrial
Revolution—Growth of Cities

Concurrent with the loss of the western frontier was
the rise of cities as employment centers, primarily
before the Industrial Revolution. Of the 50 largest
cities today, only seven were incorporated before
1816; 39 were incorporated between 1816 and 1876;
and only four have been incorporated since 1876.
Preindustrial cities were different from industrial cit-
ies. The preindustrial cities were densely packed.
They were compact walking cities. The radius of the
largest cities did not extend over three miles. An ex-
amination today of the old central areas of cities such
as Philadelphia, Boston, Baltimore, or Charleston re-
veals block after block of closely spaced town houses
(Palen 1995). Lots were commonly only 20 feet wide
and occasionally even narrower, with houses built
right on the lot line. Front yards were nonexistent,

with houses even of the wealthy fronting on the side-
walk, which in turn was immediately adjacent to the
street. Overall the American city mixed commercial,
residential, and even manufacturing activities, but
each large city had a few blocks of homes of the
wealthy residents crowded near the center of the city.
Often these elite homes were only a block or two from
far more humble housing.

Cities were densely packed as a matter of practical-
ity. Before the era of rapid and inexpensive mass tran-
sit, it was a major inconvenience to be outside of the
central area. Thus, peripheral areas were given over
largely to the poor and those on the fringes of soci-
ety. In an era of slow, uncomfortable, and expensive
transportation, the families of means took the center,
and the poor were more likely to be relegated to the
periphery (Palen 1995).

From 1760 to 1830, the Industrial Revolution was
largely confined to England. During the mid to late
1800s, industrial growth became a key component of
the U.S. economy. This was characterized by the
meatpacking and steel industries in the Midwest, the
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lumber and textile mills of the South, the ore mines
in the West, and a variety of industries in the North-
east. Assembly-line production methods were adopted
in industries where products had formerly been hand-
made. Many European immigrants now sought em-
ployment in the cities, whereas previously they would
have helped to settle the frontier.

The introduction of industrialization initially encour-
aged centripetal rather than centrifugal forces. Ur-
ban densities increased, and cities became more
crowded. Within the cities the new manufacturing
plants and industrial factories concentrated in areas
near but not in the central core. Since property at the
very center of the city was too expensive for indus-
trial usage, industry usually located in a ring surround-
ing the central core. An industrial city thus saw the
preindustrial pattern of downtowns with a mixed resi-
dential and business usage being supplanted by the
industrial pattern of downtown land being devoted to
commerce and business, while the next zone was one
of industry and tenements for minimally paid work-
ers. Whereas the nation’s early pattern of growth and
development had been one of spatial dispersal into
undeveloped lands, it now began to shift toward one
of growth in established urban areas.

The 1890 and 1900 Census publications included data
on land area and demographic items, such as the geo-
graphical distribution of counties and minor civil di-
visions, as well as city, urban, and rural populations.
The introductory text of one 1890 Census report had
a feature on the evolution of population concentra-
tions in cities and the stage of its progress. It desig-
nated manufacturing as the predominant industry of
the North Atlantic cities and agriculture as the pre-
dominant industry of the North Central states. It fur-
ther characterized the South Atlantic and South Cen-
tral states as almost entirely agricultural, in contrast
to the West, where the leading industries were min-

ing and grazing. Many of these were just outside major
cities (U.S. Department of Commerce 1999).

This trend continued throughout the first half of the
twentieth century. In 1900, most people lived or
worked on a farm. Agriculture as a way of life, how-
ever, was in decline. From 1900 to 1950, the fruits of
the Industrial Revolution led to agricultural opera-
tions that were larger and more automated, and the
growth of large corporate operations in the agricul-
tural industry began to render smaller family farms
inefficient and outmoded. In the South, the cotton
industry suffered from floods and boll weevil dam-
age, leading to a loss of jobs (Morrill and Donaldson
1979). When European immigration came to a halt
in the early 1900s, factory owners from the North-
east recruited unemployed blacks from the rural
South, resulting in substantial migration—first to the
Northeast cities and later to the Midwest (Morrill and
Donaldson 1979).

The period from 1900 to 1950 was also character-
ized by rapid population growth and development.
During this period, the U.S. population doubled,
growing from 76.2 million to 151.3 million (U.S.
Department of Commerce 1999). Although most of
the population was distributed somewhat evenly
among the Northeast, South, and Midwest Regions,
the West was growing quickly, increasing its share of
population from 6 percent in 1900 to 18 percent in
1950.

1950s to 1970s—Intrametropolitan
Shifts

The next era in U.S. growth was the migration from
urban to suburban areas by those who could afford
it. The growth of suburbs was a reaction to the ills of
industrial cities: dirt and grime, air pollution, high
crime rates, and dilapidated housing owned by ab-
sentee landlords (Banfield 1970). Upwardly mobile
city residents sought to become property owners, and
they wanted single-family homes in clean, spacious
suburbs among people with similar racial and ethnic
backgrounds (Gans 1970). The expansion of street-
car and subway lines enabled people to live outside
the cities where they were employed. Thus, the In-
dustrial Revolution that had originally brought house-
holds into the cities now provided the means for them
to leave it.

The period following the end of World War II in 1946
was one of especially rapid growth and construction
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in the suburbs. Among the 20 largest cities in 1990,
five had a population density of 10,000 or more per
square mile, five had a density of 5,000 to 9,999, and
10 had a density under 5,000. Among the 20 largest
cities in 1910 and in 1950, 13 had a population den-
sity of 10,000 or more per square mile, four had a
density of 5,000 to 9,999, and three had a density
under 5,000. A population that had grown up on the
farm did not necessarily want to return to it.

Federal subsidies enabled many returning World War
II veterans to obtain inexpensive mortgages for single-
family homes, as well as assistance in attending col-
lege. Workers’ residential locations were no longer
bound by rail and transit lines as increasing auto own-
ership provided unprecedented freedom in allowing
people to easily commute to jobs from any given point
in the surrounding suburbs. The automobile made
possible the development of previously inaccessible
land not served by mass transit. It became a commut-
ing necessity and created commuter suburbs. Com-
muter suburbs were built at lower densities than ear-
lier suburbs that were tied to fixed transit lines.

Both newer and more established suburbs also began
using the relatively new planning tool of zoning in
order to exclude not only commercial activities but
also inexpensive homes on small lots. Commuter sub-

urbs built before the Second World War largely were
bedroom suburbs. They remained dependent on the
central city for employment, entertainment, major
shopping, and most services.

In the 1960s, racial transition of neighborhoods and
racially based rioting following the assassination of
Dr. Martin Luther King also contributed to the de-
cline of center cities and the growth of suburbs. This
migration to the suburbs was further aided by the
decline of manufacturing industries and the jobs they
provided; hence, the inner city became even less de-
sirable. Altogether, cities such as St. Louis, Buffalo,
and Detroit lost from 35 percent to 47 percent of their
population between 1950 and 1980.

By the 1970s, the postwar pattern seemed set. Whites,
for a variety of racial, educational, lifestyle, and tax
reasons, would continue to out-migrate to the sub-
urbs. Racial minorities, on the other hand, with few
exceptions would become ever more concentrated in
the cities (Abrams 1967). The assumption that this is
the inevitable future continues to be “popular wis-
dom” today, in spite of a quarter of a century of white
inner-city revitalization and gentrification and black
suburbanization.
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By 1974, the year in which The Costs of Sprawl was
published, 70 percent of the population lived in met-
ropolitan areas, and more than one-half of this popu-
lation lived in the suburbs (U.S. Department of Com-
merce 1970). The growing service and retail sectors,
which were not dependent on locations near water-
ways, were following the population and locating in
suburban areas. Traffic congestion and obsolete of-
fice space in older cities encouraged many corporate
offices to move to new facilities near the labor mar-
ket: the suburban rings outside central cities.

This was also an era of environmental awakening.
Rachel Carson’s Silent Spring, published in the 1960s,
was instrumental in raising public consciousness about
the dangers of uncontrolled industrial development.
The far-reaching National Environmental Policy Act
was passed in 1969. At about the same time, the de-
struction of dilapidated inner-city areas to accommo-
date regional expressways, with the concomitant
placement of the former residents into high-rise build-
ings, had come to be seen as detrimental to commu-
nity health. Concerns about global population growth,
food and water supply, air pollution, loss of open
space and viable farmland, consumption of fossil fu-
els, and loss of endangered species all contributed to
the period of uncertainty and transition in U.S. de-
velopment that formed the backdrop for the research
in the original Costs of Sprawl study. The public con-
sciousness was shifting from one of exuberant growth
and expansion—conquering the frontier, competing
in the global industrial economy, achieving the
American dream of suburban homeownership—to
one of concern over the allocation of finite resources.

Enter the Costs of Sprawl Study

The Costs of Sprawl was a landmark study because it
clearly demonstrated what local officials had sus-
pected but had not been able to prove: sprawl devel-

opment was more expensive than alternative growth
patterns. The economic forces that favored sprawl
development could now be countered with the quan-
titative economic impacts that sprawl caused to tax-
payers. Suburban sprawl was no longer defined in
terms of subjective quality-of-life issues; it could now
be defined in terms of quantified negative impacts
(Real Estate Research Corporation 1974).

The reality of this exuberance was short-lived because
the research methods of the 1974 study were found
wanting. The fact remained, however, that this docu-
ment was used more frequently than anyone would
have anticipated in various governmental hearings
dealing with the ills of sprawl development (Burchell
et al. 1998).

During the period since The Costs of Sprawl was
published, planners and urban designers have con-
tinued to work on implementing alternatives to the
sprawling, cul-de-sac suburban developments that had
grown up in most metropolitan areas. Early on, these
included the concept of satellite cities—planned cit-
ies deliberately located some distance from major
cities in order to absorb the demand for residential
and nonresidential development without contributing
to center-city traffic congestion. More recently, the
focus has shifted to town centers, traditional neigh-
borhood development (TND), transport-oriented de-
velopment (TOD), sustainable development, New
Urbanism, and smart growth as concepts that attempt
to combine balanced regional growth with the need
to conserve and preserve resources (STPP and CNT
2000).

In spite of the emerging public consciousness about
preservation of open space and agricultural land, how-
ever, market forces continue to favor sprawl devel-
opment. New development continues to seek out
nonmetropolitan and non-central-city locations, the
percentage of single-family homes among all hous-
ing units has increased in the 1990s, and single-fam-
ily house size has increased every year since 1970 in
spite of continuously decreasing household size over
an equivalent period of time. Yet, to be fair, the past
25 years have brought some changes in new devel-
opment patterns. A variety of programs are in place
to preserve wetlands, natural habitats, and forested/
agricultural lands. However, new growth continues
to occur in areas that should be considered inappro-
priate if available infrastructure, urban amenities, and
developable land are to be used efficiently.
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Beyond the 1970s—
Intermetropolitan Shifts

Starting in the 1970s, the South and West began to
grow in earnest. Not only was there a push-pull phe-
nomenon between urban and suburban locations in
most established metropolitan areas (intrametropoli-
tan shifts), there was a loss of the increment of growth
from established metropolitan areas to newly form-
ing metropolitan areas. Thus, the South and West Cen-
sus regions were growing at the expense of the North-
east and Midwest. In the 1970s, it was a subtle trend;
in the 1980s and 1990s, it accelerated. In 1960, 55
percent of 60 million housing units (33 million units)
were in the Northeast and Midwest regions; in 2000,
55 percent of 115 million units were located in the
South and West (63 million units). Over that forty-
year period, housing units in the South and West in-
creased by 36 million or 133 percent; housing units
in the Northeast and Midwest increased by 19 mil-
lion or 57 percent. This amounted to an almost dou-
bling of absolute growth in the former. Thus, in north-
ern metropolitan areas, in addition to push-pull urban
and suburban intrametropolitan trends there was a
lessening in the increment of absolute population gain.

This weakened the tax bases of northern cities tre-
mendously. In the southern and western metropoli-
tan areas, there was the push-pull forces of
intrametropolitan shifts but the tremendous growth
in size of the overall metropolitan area dampened their
effects. In these areas city boundaries were also al-
lowed to expand through annexation. This lessened
somewhat the growth pressures on surrounding sub-
urbs and further mitigated inner-city decline in these
regions.

The 1980s and 1990s—The Force of
Immigration

Starting in the mid-1960s and continuing through the
1990s, immigration increased slowly at first and then
took off in the 1980s and 1990s. In the 1990s, as over
2.5 million native born Americans fled the nation’s
densest cities, over 2.3 million immigrants came in.
The impacts were greatest in eight major cities: New
York, Los Angeles, San Francisco, Miami, Chicago,
Dallas, Houston, and Washington, DC. These cities
received two-thirds of the estimated 20 million legal
and a million illegal immigrants who arrived over the
past quarter century (Myers 1999).

In 1930, one in four residents of New York, Chicago,
Los Angeles, and San Francisco came from abroad.
This was twice the national average. In 2000, one in
three residents of these cities was foreign born. This
was five times the national average. Thus, in 2000,
large unique and/or coastal cities have prospered from
immigration while large interior or second-order cit-
ies have not. Immigration has already helped select
cities stem the tide of intrametropolitan and
intermetropolitan shifts (Myers 1999).

The Next 25 Years—An Aging
Population and an Electronically
Oriented Economy

An effective approach to changing the pattern of de-
velopment must be practical, and it must take into
account emerging future trends. As the United States
confronts 2000 and beyond, there are economic and
cultural trends that will clearly affect development
into the future. First and foremost, the concept of
unlimited land and resources around existing areas
of development no longer applies. Landscape archi-

C
ou

rt
es

y 
of

 R
. E

w
in

g

C
ou

rt
es

y 
of

 R
. E

w
in

g



35

tects, planners, and economists of the future must now
determine how available resources are to be allocated.

Regardless of how resources are to be allocated, cer-
tain aspects of overall growth trends are not likely to
change. The United States has been adding 10 mil-
lion to 12 million persons in five million housing units
every five years over the past several decades, and it
is likely to continue to do so for at least the next quar-
ter century. The majority of this addition has been,
and will continue to be, within U.S. Census-defined
metropolitan areas.

The United States economy exited the first year of
the new century in a fashion quite different than its
departure from the final year of the old century.
Growth in Gross Domestic Product (GDP) was red-
hot in the fourth quarter of 1999 (8.3 percent); it was
barely lukewarm in the fourth quarter of 2000. Fourth-
quarter 2000 GDP growth was 1.0 percent, about one-
sixth that of the same year-ending period of 1999.
GDP growth in the second half of 2000 (1.8 percent)
was less than 40 percent that of the first half (5.2 per-
cent) (Hughes and Seneca 2001).

Thus, the United States entered the valley of slow
growth in the third quarter of 2000, when GDP grew
by only 2.2 percent. The fourth quarter then saw a
further slowdown as the national economic psychol-
ogy drastically shifted. In March 2001, the United
States was in a recession; in September 2001, the
economy nearly came to a halt. Nonetheless, the 1990s
and 2000 were strong economically and produced the
following trends:

• An economic expansion that lasted 125 months.
This contributed to a resurgence of downtown
cores such as Denver, Dallas, Houston, and Fort
Lauderdale, as well as continued viability of high-
end enclaves distant from major cities such as
Bedford, New York; Princeton, New Jersey;
Hopkington, Massachusetts; and Bend, Oregon.

• The highest GDP growth rate in 10 years. In
2000, the Gross Domestic Product of the United
States was about $9 trillion and was growing at
a rate (in constant dollars) of approximately
3 percent per year.

• In 1999 and 2000, the highest levels of single-
family home production and resales in 20 years.
For the 10-year period 1991 through 2000, more
than one million single-family homes were built.

Five million homes were resold annually since
1995. Sales and resales are beginning to dimin-
ish, but remain far above average.

• In 1999 and 2000, the lowest rate of unemploy-
ment in 30 years (peacetime or wartime). Until
late 2001, there were current and future projected
labor shortages in the South and West, particu-
larly in industrial sectors requiring computer
skills and in locations that were not gateways for
immigrants.

• In 1999 and 2000, a consumer confidence level
that was at a 30-year high. Although consumer
confidence remains reasonably strong, it slipped
noticeably in early 2001, and plummeted in late
2001.

These decade-long characteristics of the national
economy encouraged specific types of growth:

• Sustained movement to the outer parts of the
metropolitan area. Non-metropolitan and non-
central-city growth is confirmed by the fact that
90 percent of residential building permits are
sought in locations outside central-city counties.
E-commerce will aid and abet this trend because
work and shopping can be done at home at great
distances from the city.

• Continued movement to the West and South fol-
lowing job migration. Three-quarters of projected
household growth and two-thirds of projected job
growth will take place in the South and West
during the period 2000 to 2025.

 • Continued movement to the Sunbelt as the be-
ginning of a long-term trend of baby boomer re-
tirement. The five counties encompassing San
Diego, California; Miami-Dade, Florida; Fort
Lauderdale, Florida; Las Vegas, Nevada; and
Scottsdale, Arizona will have 10 percent of the
nation’s household growth over the next 25 years.
The states of California, Florida, and Texas will
experience 50 percent of the U.S. household
growth over the same period.

These projected economic trends are linked with the
following types of social trends:

• For the decade 2000 through 2010, half the net
population growth is baby boomers aging into
their fifties.
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• A further aging into retirement of the baby boom
generation after the year 2010 that will mean 30
percent of the nation’s population is elderly, up
from 13 percent in 1995. This market of the
“yuppie elderly” will be one of the most valued
and sought after groups for retirement housing
in the history of the United States.

• Stability of the number of children under age five
during the period 2000 to 2025; slight decline of
the youth population aged five to 17. A growing
racial generation gap in which the projected youth
population will be 25 percent white and the eld-
erly population 50 percent white.

• Unless impacted by the events of  September 11,
2001, continued growth of the immigrant popu-
lation from 2000 to 2025. This trend has made
the United States the only developed country in
the top twenty population growth countries. Cur-
rently, foreign-born households represent one out
of 10 American households and more often re-
side in rental rather than ownership housing. They
also concentrate in locations that the domestic
population is moving from. Three-quarters of the
arriving immigrant population is found in the six
states of California, Texas, Florida, Illinois, New
Jersey, and New York.

The foregoing economic and social trends have con-
tributed to land-use patterns that will be evident in
the future. These include the following:

• Primary residential growth in the form of the
detached single-family home—70 percent of
1990 to 2000 new housing starts and the major-
ity of existing rental housing is in the form of
single-family detached homes. Yet, at a time when
two-thirds of the American public own a home
and mortgage debt is overtaking the national debt
at five trillion dollars, the homeownership rates

of whites under age 35, blacks, and Hispanics
are only 60 percent of the national average.

• Increasing acreage and increasing size of new
single-family homes. For the past three decades,
both lot size and house size have increased regu-
larly in square footage. Year 2000 lot and struc-
ture sizes, averaging 14,000 square feet and
2,400 square feet, respectively, are twice their
1970 counterparts, in part because the former
market for “starter homes” has been taken over
by condominiums and town houses.

• Existing land-use patterns aided by future hous-
ing trends. From the years after 2000 to the years
after 2020, a movement from condominiums to
larger homes as the children of baby boomers
begin to raise their own children.

• Primary growth in nonresidential development
of low-rise structures along or with direct access
to major thoroughfares. The building industry
continues to use highway access via motorized
transportation as the prime determinant of em-
ployment location. Labor markets drive regional
and metropolitan employment location decisions;
road access drives local employment location
decisions.

• The shopping center or its in-town replacement
increasingly becoming the neighborhood center
(e-commerce has an impact on goods acquisi-
tion but does not replace the retailing experience).
Entertainment shopping including coffee bar,
lounge chairs, food arcades, spas, and personal
shoppers will make the mall or in-town retail a
happening.

• Continued “chicken and egg” linkage between
residential and nonresidential development as
opposed to their simultaneous appearance as part
of mixed-use facilities. Euclidean zoning con-
tinues to produce a separation of uses as the de-
fining characteristic of the majority of American
land development practice.

• The emergence of two mixed-use development
locations: an inner-city location that requires sig-
nificant public-private support to allow it to reach
fruition, and an exurban “new community” set-
ting that is the compromise reached between a
desired exurban location and a feeling of central
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place coupled with a bent for natural resource
conservation.

• The emergence of the wholly prepackaged or
piecemeal-built smart house, which now can be
purchased with smart appliances, heating/cool-
ing systems, computer/media rooms for $25,000,
or prewired for $1,500 and added to incremen-
tally. The home becomes more of a focus for
work, play, and living.

• A rethinking of the house configuration (decreas-
ing presence of the formal living and dining
rooms) and type of vehicle (inroads on the sport
utility vehicle by the all-wheel-drive sedan) as
well as a reluctant movement to a hybrid vehicle
as California-type energy shortages spread and
inexpensive international oil disappears.

In accommodating the above trends, the time has
come to view the possibility for the next stage in the
nation’s settlement patterns to be development in
capably performing established centers. In the new
century, there is a unique opportunity to change the
prevailing pattern of land development and lay the
groundwork for how land will be developed in the

future. This can be done through more efficient use
of the resources that are left behind as people con-
tinue to move outward in the metropolitan area. Re-
direction of a portion of growth to the inner-metro-
politan area, combined with a more controlled
movement outward, would consume far less capital
and fewer natural resources and enable the achieve-
ment of more ambitious development goals (for ex-
ample, meeting the needs of new households and
employment and reinvigorating inner-metropolitan
areas). In many cases, redirecting just 20 percent of
the growth headed for areas outside central cities and
inner suburbs would double or triple the growth pro-
jected for these inner areas (Burchell et al. 1999).
This is smart growth, as opposed to sprawled growth.
It goes without saying, however, that this requires a
major cultural commitment to growing in a more con-
trolled fashion.

Difficulties of Controlling Sprawl

Patterns of urban sprawl are not easy to change.
Sprawl represents a lack of coordinated development
planning. Nationwide, within the zoning districts of
18,000 local governments, there is almost no ability
to control the tempo and sequence of development.
This is far different from construction of new com-
munities, large planned-unit developments, or gen-
eral development plans (GDPs), each owned by a
single developer, wherein tempo and sequence of land
use can be controlled by phase.

Sprawl occurs within a regional framework that is
fragmented into many relatively small units separately
controlled by different local governments, with dif-
fering rules and regulations concerning the develop-
ment of land. These localities have very different fis-
cal resources. Some of the newer localities on the
urban periphery receive large amounts of private non-
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residential investment per capita. But others—espe-
cially those comprising central cities and inner sub-
urbs—receive very low amounts of such investment
per capita. As a result, “growth” in the core areas has
a disproportionate number of low-value residential
properties and high-service residents of these prop-
erties. Thus, these core areas have become increas-
ingly unattractive to purchasers, fueling the search
for new development on the fringes of core areas.

In addition, sprawl occurs because of a mind-set that
believes the forces of economic development to be
purely market determined, and as such not fully un-
derstood. Thus, land development professionals are
expected to make decisions on how best to accom-
modate development when it occurs as opposed to
deciding where and when this development should
occur. Link the above concepts to Americans’ consti-
tutional right to own property; land invariably being
cheaper at the periphery of metropolitan areas; the
single-family detached home as the most sought af-
ter domicile; and a distrust of politicians that mani-
fests itself in the approval of as-of-right development
that meets ordinance requirements, and one can be-
gin to appreciate the forces that affect the location
and form of development in the United States.

MODELING SPRAWL AND ITS
IMPACTS

Positive and Negative Impacts of
Sprawl

A literature review in an earlier study (Burchell et al.
1998) pointed out twice as many negative (27) as
positive (14) impacts of sprawl. Some of the nega-
tive impacts that can be quantified for analysis in-
clude

• raising both the private and public capital and
operating costs of accommodating population
growth;

• greater automobile usage and travel trip distance
and a consequently greater consumption of fos-
sil fuels;

• disproportionate (relative to population growth)
consumption of agricultural and fragile environ-
mental lands;

• increasing air pollution, water pollution, and soil
erosion; and

• intensifying inner-city ills as a result of economic
segregation and spatial mismatch of population
and jobs.

On the other hand, those who feel comfortable with a
metropolitan area produced by sprawl indicate that,
in the larger scheme of things,

• capital and operating cost savings of compact
growth are trivial;

• the automobile is the most democratic and effi-
cient mode of trip choice, yielding travel times
relatively constant over time;
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• land savings are certainly significant but the
United States is a big place with a lot of land;

• necessary environmental controls are already in
place, affecting both existing and alternative de-
velopment trends; and

• the social ills of metropolitan development are
too complex and too interwoven to pin on sprawl.

Overall, the literature is relatively consistent in un-
earthing the nature of sprawl impacts in five substan-
tive areas: (a) land losses; (b) capital infrastructure
costs for roads and water/sewer; (c) transportation
impacts, (e.g., vehicle miles traveled and automobile
versus transit use); (d) quality of life related to mea-
sures of satisfaction of place under sprawl, yet dis-
like of its visual outcome; and (e) social impacts re-
lated to the spatial mismatch of jobs/workers and the
decline of urban tax bases. These sprawl impacts are

the focus of this study and can be grouped into 12
categories within the five areas. Listed below, the
categories represent either positive (P) or negative
(N) sprawl impacts.

Land/Natural Habitat Preservation
1. All land consumption (N)
2. Agricultural/fragile environment land consump-

tion (N)

Public-Private Capital and Operating Costs
3. Transportation infrastructure (N)
4. Water/sewer infrastructure (N)
5. Tax rates, operating costs (P)

Transportation/Travel Costs
6. Vehicle miles traveled (N)
7. Commuting times (P)
8. Automobile/transit use (N)

Major Defining
Characteristics

SCENARIO 1

Sprawl or Uncontrolled Growth

Normal Growth in Rural and
Undeveloped Counties

SCENARIO 2

Controlled Growth

Less Growth in Rural and
Undeveloped Counties

Low Density • Prevailing density in all (urban center,
urban, suburban, rural center, rural, or
undeveloped) counties

• Densities will be determined using
information from the Census Survey of
Construction, augmented with
information from the literature review

• 25 percent increase in the share of single-
family attached and multifamily dwellings in
developed portions of counties

• 20 percent density increase for new residential
growth in urban center, urban, suburban, and
rural center counties

• 10 percent FAR increase for new
nonresidential growth in developed portions of
counties

Unlimited
Outward
Extension

• Existing projections of households and
employment for all counties

• All counties are given existing Woods
& Poole household and employment
projections, extended to 2025 by the
Center for Urban Policy Research,
Rutgers University.

• Household and employment projections for
urban center, urban, developed-suburban, and
rural center counties are increased; rural,
undeveloped, and developing-suburban county
projections are decreased

• Urban service areas and growth boundaries
help to hold population closer to existing
concentrations

Leapfrog
Development

• Redevelopment and infill development
proceed in limited fashion

• Little clustering of dwelling units or
nonresidential space

• Redevelopment and infill development
encouraged and actively pursued as part of
population redirectives

• Clustering in 20 percent of residential
development in less developed portions of
counties

Source: Center for Urban Policy Research, Rutgers University.

Table 1.1
Characteristics of Sprawl and Its Alternative
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Quality of Life
  9. Quality-of-life measurement (P)
10. Housing and business costs (P)

Social Issues
11. Spatial mismatch of housing and jobs (N)
12. Economic segregation, wealth differences (N)

Alternative Future Growth Patterns

To evaluate the benefits of alternative development,
a future trend scenario of uncontrolled growth
(sprawl) and an alternative scenario of controlled
growth (smart growth) are defined (see Table 1.1).
Each scenario will produce different impacts in the
categories listed above. The modeling of these sce-
narios for population, households, employment, and
income is the subject of the chapters that follow.

CONCLUSION

Currently, with some bumps along the way, the United
States is growing bigger, wealthier, and more diverse.
Notwithstanding the effects of 9/11, since the United
States’ beginning, it has expanded from coast to coast,
from urban to exurban settings, and from frostbelt to
sunbelt. The role of the United States as the primary
superpower as well as the troubled economies of com-
peting nations have put this country in its best rela-
tive economic position in 50 years. This is evident in
the renewed strength of its cities, the continuing
growth of prime suburbs, and the accelerating growth
of nonmetropolitan areas.

There are only hints that housing of the future will be
smaller, have fewer amenities, or be closer to the core
of metropolitan areas. In addition, there is no clear

vision of future land use in the United States. Tech-
nology advances could be a mixed blessing. The com-
puter will allow workers greater freedom to detach
from the worksite and possibly benefit work-oriented
trip counts, but there is just as much indication that
this could foster housing purchases at greater distances
from the core of metropolitan areas. Further, the smart
house, which can prepare meals that have been or-
dered via e-commerce, can become a work/play/liv-
ing environment removed from both central place and
neighborhood. The children of the baby boomers who
now begin nesting and raising their own families may
be much more able to avoid the core of the metro-
politan area than generations preceding them.

The greatest wave of immigrants in history, half of
them very talented and the other half minimum-wage
candidates, are bound first for major central cities in
just a handful of states. This will buoy housing de-
mand in these locations, and counter trends of out-
ward migration by the bulk of the U.S. moneyed do-
mestic population. A large component of new citizens
will become homeowners; first in the more central
areas, and then like other Americans, increasingly
farther out.

C
ou

rt
es

y 
of

 U
SW

FS
/M

. F
ri

en
d

C
ou

rt
es

y 
of

 C
. G

al
le

y



41

The elderly in society increasingly will be composed
of two segments, the youthful elderly (60 to 75 years
old) and “old” elderly (75 to 90 years old). The first
group will experience housing need and with facul-
ties and money be oblivious to it; the second will ex-
perience housing need and with less faculties and
money not have housing available to them. Society,
in dealing with the elderly, will increasingly mold
public policy to deal with the very different issues
posed by the two subpopulations of this age cohort
(Pitkin et al. 1997).

The “baby busters” in the age cohort 10 years behind
the baby boomers will provide a blip of decreasing
numbers and wealth before the arrival of the children
of the baby boomers as new housing consumers.

The children of the baby boomers are already a
multicultural generation. Their children, born in the
early years of the millennium, will be only 25 per-
cent Caucasian. There will be a generation gap of race
between the baby boomers (who are 50 percent Cau-
casian) and people of the age of their grandchildren.

Midway between 2000 and 2025, what may be in
evidence is a movement inward toward the center of
metropolitan areas by baby boomers seeking more
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central retirement locations, and an out-migration
toward the periphery by an increasingly wealthy im-
migrant population.

The poor throughout the next 25 years will move back
and forth from city to inner suburb, depending upon
housing demand by the more affluent in these areas.
The mobile poor will seek faster-growing regions and
leave behind the older industrial cities to the remain-
ing poor, augmented in certain areas by the less edu-
cated of the immigrant population.

In the discussion of the population and employment
shifts above, there is virtually no sign of a signifi-
cantly altered demand for peripheral locations by large
portions of most societal groups. There is both over-
whelming continued desire for peripheral locations
and an increment favoring more centralized locations.
This latter increment should be the target of smart
growth advocates. The specifics of this reality will
be covered in the next chapter as growth is projected
for these areas.
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II

Definitions and Databases
Database Development

INTRODUCTION
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EAs
State

Unique
Counties

County
Equivalents Total Whole Partial

Alabama 67 67 3 6
Alaska 7 4 11 1 0
Arizona 13 1 14 1 5
Arkansas 75 75 1 6
California 57 1 58 4 5
Colorado 63 63 0 4
Connecticut 8 8 0 1
Delaware 3 3 0 2
D. C. 1 1 0 1
Florida 66 1 67 6 3

Georgia 158 1 159 2 8
Hawaii 3 1 4 1 0
Idaho 43 1 44 1 5
Illinois 102 102 2 8
Indiana 92 92 1 6
Iowa 99 99 1 8
Kansas 105 105 1 5
Kentucky 120 120 1 6
Louisiana 64 64 3 4
Maine 16 16 2 0

Maryland 23 1 24 0 3
Massachusetts 12 2 14 0 2
Michigan 83 83 5 2
Minnesota 87 87 0 7
Mississippi 82 82 2 5
Missouri 114 1 115 2 8
Montana 55 1 56 2 3
Nebraska 93 93 2 7
Nevada 16 1 17 0 2
New Hampshire 10 10 0 1

New Jersey 21 21 0 2
New Mexico 31 1 32 1 7
New York 62 62 1 5
North Carolina 100 100 4 9
North Dakota 53 53 1 4
Ohio 88 88 3 4
Oklahoma 77 77 2 7
Oregon 36 36 0 5
Pennsylvania 67 67 3 8
Rhode Island 5 5 0 1

South Carolina 46 46 2 5
South Dakota 66 66 1 4
Tennessee 95 95 1 8
Texas 254 254 9 4
Utah 29 29 0 3
Vermont 14 14 0 3
Virginia 71 34 95 1 7
Washington 39 39 2 3
West Virginia 55 55 0 7
Wisconsin 70 1 71 3 7

Wyoming 23 23 0 4

Total 3,025 66 3,091 78 229

Sources: Center for Urban Policy Research, Rutgers University; U.S. Census Bureau; and BEA.

Table 2.1
Counties, County Equivalents, and EAs by State
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U.S. Divisions
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EA Locations and Their Numeric Codes

Northeast
New England 1–4
Middle Atlantic 5–12, 53, 54

South
South Atlantic 13–42, 45, 46, 48, 81
East South Central 43, 44, 47, 71–80, 82
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West
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Figure 2.2A
Economic Areas (EAs)—Western Half of the United States
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Figure 2.2B
Economic Areas (EAs)—Eastern Half of the United States
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CHARACTERIZING LAND-USE
DIFFERENCES AMONG
COUNTIES

Development Pattern
Classifications
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AAPEs

Projection
Woods
& Poole BEA Census

1-Year State
Population 0.7% N/A 1.58%
8-Year State
Population 10.1% 10.7% N/A
8-Year State
Employment 9.5% 10.8% N/A
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1995 Density Rank (1=Lowest, 50=Highest)

State
1995

Households

Area

(sq. mi.)
Households

/sq. mi. Category Density Households Area
laska 210,000 573,506 0.4 Very low 1 2 50
yoming 181,127 97,810 1.9 Very low 2 1 42
ontana 334,769 147,022 2.3 Very low 3 6 47
orth Dakota 244,499 70,698 3.5 Very low 4 4 34
outh Dakota 270,438 77,115 3.5 Very low 5 5 35
daho 418,823 83,567 5.0 Very low 6 9 38
ew Mexico 607,133 117,045 5.2 Very low 7 13 46
evada 590,708 110,559 5.3 Very low 8 12 44
tah 620,636 84,896 7.3 Very low 9 14 40
ebraska 623,894 77,352 8.1 Very low 10 15 36
ansas 974,554 82,275 11.8 Low 11 20 37
regon 1,222,761 96,982 12.6 Low 12 22 41
olorado 1,466,181 104,092 14.1 Low 13 27 43
rizona 1,624,241 113,978 14.3 Low 14 30 45
aine 477,190 32,369 14.7 Low 15 11 12
rkansas 938,457 53,178 17.6 Low 16 18 24
klahoma 1,249,999 69,897 17.9 Low 17 24 33

owa 1,093,340 56,271 19.4 Low 18 21 26
ississippi 964,268 47,673 20.2 Low 19 19 20
innesota 1,739,881 84,333 20.6 Low 20 31 39
ermont 223,199 9,613 23.2 Low 21 3 8
exas 6,740,587 264,679 25.5 Low 22 49 49
issouri 2,031,452 69,703 29.1 Low 23 35 32
est Virginia 709,320 24,229 29.3 Low 24 16 10
labama 1,602,869 51,656 31.0 Low 25 29 23
ashington 2,097,179 67,554 31.0 Low 26 36 31

ouisiana 1,559,064 46,806 33.3 Low 27 28 19
isconsin 1,917,122 56,065 34.2 Low 28 33 25
entucky 1,457,492 40,408 36.1 Low 29 26 15
outh Carolina 1,351,552 30,936 43.7 Moderate 30 25 11
eorgia 2,654,052 58,792 45.1 Moderate 31 40 30
ew Hampshire 430,618 9,267 46.5 Moderate 32 10 7
ennessee 2,001,736 42,143 47.5 Moderate 33 34 17
orth Carolina 2,738,027 49,714 55.1 Moderate 34 41 22
awaii 384,259 6,454 59.5 Moderate 35 8 4

ndiana 2,182,395 36,182 60.3 Moderate 36 37 13
ichigan 3,534,216 58,257 60.7 Moderate 37 43 29
irginia 2,476,256 39,480 62.7 Moderate 38 39 14
alifornia 10,940,530 158,081 69.2 Moderate 39 50 48

llinois 4,321,666 56,339 76.7 Moderate 40 45 27
lorida 5,551,391 56,725 100.9 High 41 47 28
ennsylvania 4,574,677 45,300 101.0 High 42 46 18
hio 4,222,580 41,266 102.3 High 43 44 16
ew York 6,709,347 48,653 137.9 High 44 48 21
aryland 1,852,787 9,946 186.3 High 45 32 9
onnecticut 1,225,420 4,966 246.8 High 46 23 3
assachusetts 2,297,330 8,116 283.1 High 47 38 6
hode Island 376,155 1,089 345.3 High 48 7 1
elaware 737,021 2,121 347.5 High 49 17 2
ew Jersey 2,865,727 7,555 379.3 High 50 42 5

Source: Projection data from Woods & Poole (1998). Data interpretation by the Center for Urban Policy Research, Rutgers
University.

Table 2.2
State Density Classifications
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Figure 2.3
State Density Designations

(in Households per Square Mile)
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Density Classification
Minimum (in

Households/Sq. Mi.)
Maximum (in

Households/Sq. Mi.)
Number of

States
Categories (in

Households/Sq. Mi.)

Very Low 0.4 8.1 10 0–10

Low 11.8 36.1 19 11–39

Moderate 43.7 76.7 11 40–99

High 100.9 379.3 10 ≥100

Source: Center for Urban Policy Research, Rutgers University.

State Density Classification (Number of States)

Region High Moderate Low Very Low Total

Northeast 6 1 2 0 9

Midwest 1 3 4 3 11

South 3 5 9 0 17

West 0 2 4 7 13

Total 10 11 19 10 50

Source: Center for Urban Policy Research, Rutgers University.

Table 2.3
1995 State Density Classification Ranges

1995 County Density (Households/Sq. Mi.)

Land-Use Development
Pattern

Very Low
Density States

Low-
Density States

Moderate-
Density States

High-
Density States

Undeveloped < 5 < 25 < 30 < 45

Rural and Rural Center < 20 < 75 < 170 < 250

Suburban < 85 < 250 < 450 < 700

Urban < 300 < 600 < 1,100 < 3,000

Urban Center ≥ 300 ≥ 600 ≥ 1,100 ≥ 3,000

Source: Center for Urban Policy Research, Rutgers University.

Table 2.4
State Density Classification by Region

Development Type Number of Counties

Undeveloped 2,083

Rural 643

Rural Center 46

Suburban 219

Urban 71

Urban Center 29

Total 3,091

Source: Center for Urban Policy Research, Rutgers University.

Table 2.5
1995 County Density Classification Ranges

Table 2.6
Number of Counties by

Development Pattern Classification
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CHARACTERIZING SPRAWL
AMONG COUNTIES
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III

U.S. Growth:
Projected Growth in the United States

INTRODUCTION

As a prelude to the chapter on sprawl in the United

States, it is necessary to discuss growth in the United

States. Twenty-five-year projected growth for the

nation as a whole of nearly 60.7 million people,

23.5 million households, and 49.5 million jobs will

take place very differently in the various regions and

subregions of the United States (U.S. Census divi-

sions). This will influence significantly the locations

of sprawl. To the degree that particular regions, sub-

regions, states, and EAs dominate growth, they will

also dominate sprawl.

This chapter’s main focus is U.S. growth over the

period 2000 to 2025—where this growth is taking

place, what type of growth it represents, and its po-

tential to be altered. Twenty-five-year growth pro-

jections are presented in four subsections: (1) the U.S.

and its individual states; (2) the four major U.S. re-

gions and the divisions within those regions; (3) the

172 BEA EAs; and (4) the 3,091 counties that exist

nationwide. Growth in the states is based on aggre-

gations of projections for the counties in each state;

growth in regions and divisions is based on the ag-

gregations of EAs within those areas.

The distinction drawn above is an important one. For

regional and subregional (divisional) growth, the BEA

EAs are summed. This produces a slightly different

growth projection for regions and subregions than

would be the case if counties, instead of EAs, were

chosen as the aggregation unit within these geographic

declensions. The reason for choosing EAs for the

larger geographic areas is that they are linked to the

basic building block of geography when sprawl is

discussed in the next chapter. EAs sum well to divi-

sions and regions; they do not sum well to states be-

cause they occasionally overlap state boundaries.

GROWTH IN THE U.S. AND THE

INDIVIDUAL STATES

The long-term outlook for the United States economy

is one of steady and modest growth from the begin-

ning of the century through 2025. Both population

and households will grow at similar rates, averaging

just under 1 percent per year. Residential population

for the United States as a whole will increase by

22 percent, reaching 342.2 million in 2025, up

60.7 million from 2000. The number of households

will increase by 23.5 million to 126.7 million over

the same period, an increase of nearly 23 percent.

Both the new growth and the resulting total growth

reflect an overall average of 2.6 persons per house-

hold, indicating that the long-term trend of smaller

household sizes is slowing somewhat but is never-
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theless continuing into the future. Total employment
is expected to reach 208.8 million, increasing 49.4
million from 2000, an increase of 1.25 percent per
year or 31 percent over the period. At this rate, jobs
will increase at a rate about one-third faster than that
of population and households. By 2025, the United
States will have an average of 1.6 jobs per house-
hold, an increase over the average of 1.5 jobs per
household evident in 2000. Thus, the trend toward
multiple wage earners within the same household is
more pronounced in future demography than are
changes in overall household size. Trends in household
size and multiple wage earners are reflected in the
growth of total personal income (wages, interest, earn-
ings, dividends, etc.), which will increase twice as
fast as employment (2.5 percent per year, or 63 per-
cent in the aggregate). Total personal income will
grow by $4.0 trillion from $6.4 trillion, in 2000 to
$10.4 trillion in 2025.

Residential and nonresidential growth increments are
not distributed evenly across the United States. In-
stead, as shown in Table 3.1, three states (California,
Texas, and Florida) will account for well over one-
third (8.1 million households) of the nation’s total
household growth of 23.5 million. Seven states—three
in the West (California, Arizona, and Washington) and
four in the South (Texas, Florida, Georgia, and North
Carolina)—will comprise over 50 percent (11.8 mil-
lion households) of the nation’s household growth.
Twenty states—nine in the South (Virginia, Tennes-
see, South Carolina, Maryland, and Alabama in ad-
dition to the four above), seven in the West (Colo-
rado, Nevada, Oregon, and Utah, in addition to the
three above), and four in the Midwest (Ohio, Michi-
gan, Indiana, and Minnesota) will account for close
to 80 percent (18.5 million households) of the nation’s
household growth (see Table 3.2). No state in the
Northeast is represented among the 20 states with the
most significant household growth increments; Penn-

sylvania, with a growth increment of 315,000 house-
holds, leads northeastern states, but is only the 27th-
fastest-growing state in terms of absolute household
increase.

With regard to employment, California, Texas, and
Florida will account for close to 30 percent (14.4 mil-
lion) of the nation’s future 2000 to 2025 growth of
49.4 million jobs (see Table 3.1). Seven states—three
in the South (Texas, Florida, and Georgia), two in the
Midwest (Illinois and Ohio), and one each in the West
and the Northeast (California and New York)—will
account for nearly 43 percent (21.1 million) of the
nation’s growth in employment. Twenty states—seven
in the South (North Carolina, Virginia, Tennessee, and
Maryland in addition to the three above), five in the
Midwest (Michigan, Indiana, and Minnesota in addi-
tion to the two above), four in the West (California,
Arizona, Washington, and Colorado), and four in the
Northeast (New York, Pennsylvania, New Jersey, and
Massachusetts)—will account for close to 75 percent
(36.9 million jobs) of the nation’s projected employ-
ment growth.

The comparison of state growth increments shows
relatively high growth in several states that are not
generally considered growth centers. One of the most
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Households (#, in 000s) Employment (#, in 000s)

State Region Census Division Number 2025 Total Number 2025 Total

Alabama South E. South Central 431 2,135 730 3,154

Alaska West Pacific 116 350 198 604

Arizona West Mountain 1,050 2,913 1,306 3,833

Arkansas South W. South Central 159 1,143 420 1,925

California West Pacific 3,032 14,709 6,358 24,621

Colorado West Mountain 663 2,282 1,194 3,858

Connecticut Northeast Middle Atlantic 27 1,271 308 2,329

Delaware South South Atlantic 69 357 108 574

D.C. South South Atlantic (18) 213 91 830

Florida South South Atlantic 2,405 8,494 3,845 12,280

Georgia South South Atlantic 1,010 3,913 1,698 6,302

Hawaii West Pacific 163 580 319 1,115

Idaho West Mountain 177 638 279 1,022

Illinois Midwest E. North Central 379 4,826 1,753 8,886

Indiana Midwest E. North Central 473 2,773 1,044 4,691

Iowa Midwest W. North Central 108 1,237 512 2,424

Kansas Midwest W. North Central 108 1,115 403 2,122

Kentucky South E. South Central 273 1,805 656 2,946

Louisiana South W. South Central 316 1,949 680 3,032

Maine Northeast New England 107 610 208 960

Maryland South South Atlantic 437 2,392 972 3,894

Massachusetts Northeast New England 258 2,639 907 4,737

Michigan Midwest E. North Central 478 4,155 1,413 6,916

Minnesota Midwest W. North Central 404 2,246 1,028 4,236

Mississippi South E. South Central 188 1,203 398 1,876

Missouri South W. North Central 283 2,396 828 4,210

Montana West Mountain 90 447 188 732

Nebraska Midwest W. North Central 103 756 309 1,462

Nevada West Mountain 442 1,138 703 1,823

New Hampshire Northeast New England 122 583 235 975

New Jersey Northeast Middle Atlantic 234 3,181 943 5,482

New Mexico West Mountain 269 936 420 1,422

New York Northeast Middle Atlantic 248 7,076 1,678 11,633

No. Carolina South South Atlantic 884 3,844 1,586 6,308

North Dakota Midwest W. North Central 33 287 139 583

Ohio Midwest E. North Central 535 4,911 1,601 8,365

Oklahoma South W. South Central 202 1,509 488 2,418

Oregon West Pacific 427 1,754 706 2,720

Pennsylvania Northeast Middle Atlantic 315 4,995 1,437 8,160

Rhode Island Northeast New England 52 440 137 703

So. Carolina South South Atlantic 546 2,017 858 3,059

South Dakota Midwest W. North Central 56 341 190 698

Tennessee South E. South Central 640 2,798 1,134 4,540

Texas South W. South Central 2,639 10,004 4,212 15,566

Utah West Mountain 424 1,134 692 1,998

Vermont Northeast New England 59 296 92 485

Virginia South South Atlantic 696 3,335 1,490 5,675

Washington West Pacific 856 3,148 1,291 4,802

West Virginia South South Atlantic 64 794 279 1,174

Wisconsin Midwest E. North Central 369 2,384 862 4,223

Wyoming West Mountain 53 246 92 420

Total 23,454 126,699 49,418 208,807

Sources: Center for Urban Policy Research, Rutgers University. U.S. Bureau of the Census.

Note: Top 25 household and employment increases highlighted in bold.

Table 3.1

U.S. Total and Individual States—Household and Employment Growth: 2000 to 2025



66
U. S.   G R O W T H

surprising states, in terms of future growth increments,
is Virginia, which ranks eighth in household growth
and seventh in employment growth. Another surprise
is Ohio, which is 10th overall in household growth
and seventh in employment growth. Colorado is ninth
in household growth and 14th in employment growth.
Nevada, which is growing relatively fast, has some-
what lower absolute increases (it is 15th in house-
hold growth and 27th in employment growth).

GROWTH IN U.S. REGIONS

Overview

Table 3.3 shows overall growth in population, house-
holds, employment, and income by region. Popula-
tion and household growth vary between 0.3 percent
and 1.4 percent per year, which represent about 7 per-

cent to 34 percent growth in the 25-year period from
2000 to 2025. The lowest relative growth is in the
Northeast; the highest is in the West. The nation as a
whole is growing at a rate of 0.9 percent annually in
population and in households. The largest absolute
household growth is found in the South (10.7 mil-
lion), which represents 46 percent of overall house-
hold growth. Projected 25-year household growth in
the South is 1.4 times the growth in the West (7.9 mil-
lion), more than three times the growth in the Mid-
west (3.5 million), and over six times the growth in
the Northeast (1.5 million). The South and West to-
gether account for 80 percent of total future house-
hold growth.

With regard to employment, the nation will grow at
an average rate of 1.25 percent per year, or about 31
percent over the 25-year period 2000 to 2025. Em-
ployment growth will vary from a low annual growth
rate of 0.8 percent per year in the Northeast to a high

State Rank

Household
Growth Increase
(# of Households)

Percent of National
Household Growth

(%)

California 1 3,032,456 12.9
Texas 2 2,638,577 11.2
Florida 3 2,405,432 10.3
Arizona 4 1,049,559 4.5
Georgia 5 1,009,838 4.3

North Carolina 6 883,790 3.8
Washington 7 855,796 3.6
Virginia 8 696,076 3.0
Colorado 9 662,646 2.8
Tennessee 10 639,882 2.7

South Carolina 11 545,564 2.3
Ohio 12 534,892 2.3
Michigan 13 477,693 2.0
Indiana 14 473,235 2.0
Nevada 15 442,453 1.9

Maryland 16 437,233 1.9
Alabama 17 431,386 1.8
Oregon 18 426,957 1.8
Utah 19 424,414 1.8
Minnesota 20 404,439 1.7

Source: Center for Urban Policy Research, Rutgers University.

Table 3.2
State Growth Ranked by Total Household Growth: 2000 to 2025

(Top 20 States)
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rate of about 1.6 percent per year in the West. The

largest absolute employment increase, 19.0 million,

will be in the South. Employment growth in the South

will be 1.4 times the growth in the West (13.9 mil-

lion), 1.8 times the growth in the Midwest (10.5 mil-

lion), and more than three times the growth in the

Northeast (6.0 million). Employment growth in the

South and in the West represents two-thirds of the

nation’s projected employment growth.

Total personal income will increase in the United

States (in constant 1992 dollars) by $4.0 trillion over

the period 2000 to 2025. Total personal income will

increase by an average of 2.5 percent per year, or 63

percent over the 25-year period. Total personal in-

come growth will be slowest in the Northeast, increas-

ing by an average of 1.8 percent per year, or by nearly

45 percent for the period ($0.6 trillion). Total per-

sonal income growth will be fastest in the West, in-

creasing by 3.1 percent per year or by 78 percent over

the period ($1.1 trillion). The total personal income

growth of the South will be the largest absolute in-

crease, $1.5 trillion over the period. That figure is 1.5

times the absolute growth of personal income in the

West, more than three times that of the Midwest, and

3.4 times the growth of the Northeast over the period.

2000–2025 Growth

Region 2000 2025 Number Growth Rate

Population (#, in 000s) (%)

Northeast 53,594 57,223 3,629 6.8

Midwest 64,393 73,061 8,668 13.5

South 100,237 127,538 27,301 27.2

West 63,198 84,328 21,130 33.4

Total 281,422 342,150 60,728 21.6

Households (#, in 000s) (%)

Northeast 19,955 21,431 1,476 7.4

Midwest 24,773 28,223 3,450 13.9

South 35,863 46,526 10,663 29.7

West 22,654 30,519 7,865 34.7

Total 103,245 126,699 23,454 22.7

Employment (#, in 000s) (%)

Northeast 29,964 36,013 6,049 20.2

Midwest 39,821 50,278 10,457 26.3

South 54,157 73,179 19,022 35.1

West 35,448 49,338 13,890 39.2

Total 159,390 208,808 49,418 31.0

Income (Millions of 1992 Dollars) (%)

Northeast 1,403,731 2,032,287 628,556 44.8

Midwest 1,507,569 2,287,786 780,217 51.8

South 2,012,882 3,490,513 1,477,631 73.4

West 1,426,246 2,541,805 1,115,559 78.2

Total 6,350,428 10,352,391 4,001,963 63.0

Sources: U.S. Census of Population, 2000. Projection data from Woods & Poole (1998). Data

interpretation by the Center for Urban Policy Research, Rutgers University.

Table 3.3

U.S. Growth by Region: 2000 to 2025

Population, Households, Employment, and Income
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Northeastern  United States

As indicated in Table 3.3, the Northeast is growing
more slowly than the other regions of the United States
due to the out-migration of population and jobs to
the South and West. The Northeast is growing at a
25-year average annual growth rate of about 0.3 per-
cent, or 7 percent overall, in both population and
households. More rapid growth is projected for em-
ployment (0.8 percent annually, 20 percent overall)
and income (1.8 percent annually, 45 percent over-
all). By 2025, the Northeast will have about 17 per-

cent of the nation’s population, households, and em-
ployment, and about 20 percent of the nation’s in-
come. This is about a 10 percent decrease in relative
position from 2000.

Population and household growth numbers for the
Census divisions in the Northeast Region are sum-
marized in Table 3.4. The Middle Atlantic Division
accounts for two-thirds of the region’s 3.6 million
increase in population, and is growing twice as
quickly, in absolute terms, as the New England Divi-
sion. Household growth is closely related, with 60 per-
cent of the 1.5-million-household increase occurring
in the Middle Atlantic Division. The New England
Division is growing at two to three times the rate of
the Middle Atlantic Division. Figure 3.1, which il-
lustrates the household growth patterns within the
Northeast Region, provides additional detail on re-
gional growth patterns. While the regional growth rate
of 0.3 percent annually or 7.4 overall is below the
national rate of 0.9 percent annually or 22.7 percent
overall, specific locations within this region (reflect-
ing single or multiple EA growth) are growing faster.
The highest growth rates—in central New England
(Vermont, New Hampshire, eastern Massachusetts,
and Rhode Island) and around Harrisburg, Pennsyl-
vania—generally equal or exceed the national growth
rate. The remainder of the region is growing at a rate
well below the national average. Overall, the North-
east Region is typified by slow growth or, in some
cases, declining growth in many of its large and es-
tablished areas, and by relatively fast growth in a few
emerging areas. The latter are in central New England
and southwestern Pennsylvania. As shown in Table
3.5, the region’s total employment is forecast to in-
crease by 6.0 million jobs over the period 2000 to
2025. Again, the Middle Atlantic Division, with three-
fourths of the increment, shows significantly greater
absolute growth but lower relative growth than the
New England Division. Total personal income in the

Variable
2000–2025
Increment 2025 Totals

Population (#, in 000s)
New England 1,208 15,131
Middle Atlantic 2,421 42,092

Total 3,629 57,223

Households (#, in 000s)
New England 603 4,313
Middle Atlantic 873 17,118

Total 1,476 21,431
Source: Woods & Poole (1998).

Table 3.4
Northeastern United States

Population and Household Growth:
2000 to 2025

C
ou

rte
sy

 o
f G

. L
ow

en
st

ei
n

Variable
2000–2025
Increment 2025 Totals

Employment (# of Jobs, in 000s)
New England 1,556 7,476
Middle Atlantic 4,493 28,537

Total 6,049 36,013

Income (Millions of 1992 Dollars)
New England 128,323 374,884

Middle Atlantic 500,233 1,657,403

Total 628,556 2,032,287

Source: Woods & Poole (1998).

Table 3.5
Northeastern United States

Employment and Income Growth:
2000 to 2025
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Figure 3.1

2000 to 2025 Household Growth—Northeast Region EAs

Figure 3.2

2000 to 2025 Employment Growth—Northeast Region EAs

Source: Center for Urban Policy Research, Rutgers University.

Note: EAs at the edges of the figure that appear white are counties that belong to an EA in one of the other

regions.

Source: Center for Urban Policy Research, Rutgers University.

Note: EAs at the edges of the figure that appear white are counties that belong to an EA in one of the other

regions.
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region is expected to reach  $2.0 trillion in 2025 (1992
dollars), an increase of $629 billion from 2000; 80
percent of this income increase is found in the Middle
Atlantic Division. Figure 3.2 shows 25-year growth
rates in employment for the Northeast Region. Re-
gional locational trends in employment growth rates
similar to those evident in population and household
growth rates are observed. The most rapid employ-
ment growth rates, which would equal or exceed the
national employment growth rate of 1.25 percent per
year or 31 percent overall, are found in the central New
England states and in southwestern Pennsylvania.

A breakdown of employment projections by Standard
Industrial Classification shows growth by employ-
ment sector (see Table 3.6). The service sector has,
by far, the greatest 25-year increase in jobs (3.9 mil-

lion), accounting for close to two-thirds of the region’s
employment growth. The service sector increase is
nearly five times greater than the second-highest in-
crement—FIRE,1  evidencing an increase of 0.8 mil-
lion jobs. Together, the top four economic sectors
(service, retail, government, and FIRE) account for
97 percent of the regional employment increment.

Southern United States

Table 3.3 shows that the South will experience the
second-highest relative growth increases and largest
incremental increases of the four U.S. Census regions.
This robust growth is due to both a large base and a
significant increment of change. When absolute
growth is analyzed, population/households and em-
ployment in the South are expected to increase more
than in any other region over the next two decades.
Population and household growth of 1.2 percent per
year, or nearly 30 percent in the aggregate, will en-
able the South to constitute 45 percent of the national
growth over the projection period. Similarly, employ-
ment growth of 1.4 percent per year, or 35 percent
overall, will account for nearly 40 percent of the na-
tional increase in employment. Growth in total per-
sonal income of 2.9 percent per year, or 73 percent

New England Middle Atlantic Total Region

Employment Sector
2000–2025
Increment 2025 Totals

2000–2025
Increment 2025 Totals

2000–2025
Increment 2025 Totals

Farming -7 26 -30 127 -37 153
Agriculture 12 80 47 248 59 328
Mining 1 6 3 54 4 60
Construction 30 317 60 1,089 90 1,406
Manufacturing -52 668 -297 2,360 -349 3,028
Transportation 25 250 196 1,412 221 1,662
Wholesale 38 297 190 1,344 228 1,641
Retail 194 1,188 447 4,173 641 5,361
FIRE 211 668 619 2,978 830 3,646
Service 1,005 3,189 2,848 11,186 3,853 14,375
Government 99 786 410 3,567 509 4,354
Total 1,556 7,475 4,493 28,538 6,049 36,014

Source: Woods & Poole (1998).
Note: Entries in boldface are the top four employment sectors.

Table 3.6
Northeastern United States Employment Growth and Totals by Sector: 2000 to 2025

(in Thousands of Jobs)
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1 Finance, Insurance, and Real Estate.
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over the 25-year period, is nearly as high as the per-

sonal income growth rates of the West and represents

37 percent of the national growth in income. By 2025,

the South will encompass more than one-third of the

nation’s population, households, employment, and in-

come.

Table 3.7 shows that more than 50 percent of the

region’s 27.3 million increase in population and 10.7

million increase in households will occur in the South

Atlantic Division. This is the fastest-growing Census

division in the South and will experience the largest

overall population increase. This division includes the

six states with the most rapidly increasing number of

households. These states are, in order of growth,

Florida, Georgia, North Carolina, Virginia, South

Carolina, and Maryland. The West South Central

Division’s increase, led by Texas, is about half that

of the South Atlantic Division; the East South Cen-

tral Division’s increase, headed by growth in Tennes-

see and Alabama, is about one-fifth as great. As illus-

trated in Figure 3.3, household growth in the South is

generally projected to increase fastest in and around

the major metropolitan university centers of Florida,

Texas, North Carolina, Tennessee, South Carolina,

and Alabama. The slowest growth is found in the west-

ern part of the region, primarily Oklahoma and west-

ern Texas, and further north in West Virginia.

Variable

2000–2025

Increment

2025

Totals

Population (#, in 000s)

South Atlantic 15,683 67,452

East South Central 3,195 20,218

West South Central 8,423 39,868

Total 27,301 127,538

Households (#, in 000s)

South Atlantic 6,101 25,328

East South Central 1,348 6,825

West South Central 3,214 14,373

Total 10,663 46,526

Sources: Projection data from Woods & Poole (1998). Data

interpretation by the Center for Urban Policy Research,

Rutgers University.

Variable

2000–2025

Increment

 2025

Totals

Employment (# of jobs, in 000s)

South Atlantic 10,934 40,029

East South Central 2,435 10,558

West South Central 5,653 22,592

Total 19,022 73,179

Income (millions of 1992 dollars)

South Atlantic 872,412 1,996,349

East South Central 172,887 448,726

West South Central 432,332 1,045,438

Total 1,477,631 3,490,513

Sources: Projection data from Woods & Poole (1998). Data
interpretation by the Center for Urban Policy Research,
Rutgers University.

Table 3.7

Southern United States

Population and Household Growth:

2000 to 2025

Table 3.8

Southern United States

Employment and Income Growth:

2000 to 2025 C
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With 19.0 million jobs created during the period from
2000 to 2025 (see Table 3.8), the South’s employ-
ment growth rate is forecast to exceed the national
average employment growth rate by more than 13 per-
cent annually (see Table 3.1). As is the case for popu-
lation/household growth, the South Atlantic Division
has close to 60 percent of the region’s total employ-
ment increase. The growth increment evident in the
West South Central Division is about one-half that of
the South Atlantic Division, and the growth incre-
ment in the East South Central Division is about one-
fourth that of the South Atlantic Division. As shown
in Figure 3.4, employment is growing fastest in Texas,
Florida, and South Carolina and slowest in Alabama,
Missouri, and Arkansas. Table 3.8 also shows the in-
crease in total personal income in the South. The re-

gion is projected to increase in total personal income
by $1.5 trillion, reaching $3.5 trillion in 2025. The
patterns of total personal income growth and its dis-
tribution among the Census divisions are basically
similar to those for employment.

Employment growth from 2000 to 2025 by employ-
ment sector is shown in Table 3.9. The service sector
evidences the largest employment growth (8.8 mil-
lion), with the retail sector (3.2 million) ranking a
distant second. The ratio of retail-sector employment
growth to service-sector employment growth is not
as large as the one evidenced between service em-
ployment growth and growth in the next category of
employment in the Northeast Region. Government
and FIRE also evidence considerable employment in-
crease—2.4 million and 1.4 million, respectively.
These four sectors (service, retail, government, and
FIRE) represent 83 percent of the region’s 25-year
employment growth. The service sector alone ac-
counts for more than 50 percent of the region’s em-
ployment growth.

The Southern Region of the United States is a power-
house of growth. This is a region that contains nine
of the 20 states that are growing by the largest abso-
lute increase in population and households. It is also
a region that contains seven of the 20 states with the

South Atlantic East South Central West South Central Total Region

Employment
Sector

2000–2025
Increment

2025
Totals

2000–2025
Increment

2025
Totals

2000–2025
Increment

2025
Totals

2000–2025
Increment

2025
Totals

Farming -74 316 -54 203 -66 365 -194 884
Agriculture 128 522 31 119 70 287 229 928
Mining 12 79 6 68 108 528 126 675
Construction 444 2,118 152 616 367 1,367 963 4,100
Manufacturing 198 3,455 175 1,530 273 2,037 646 7,021
Transportation 391 1,743 116 508 234 1,115 741 3,366
Wholesale 377 1,621 90 435 204 970 671 3,027
Retail 1,838 6,872 496 1,884 908 3,771 3,242 12,528
FIRE 868 2,858 138 562 434 1,574 1,440 4,994
Service 5,471 14,507 1,016 3,138 2,265 7,121 8,752 24,766
Government 1,280 4,590 270 1,495 856 3,456 2,406 10,889

Total 10,933 40,029 2,436 10,558 5,653 22,591 19,022 73,178

Sources: Projection data from Woods & Poole (1998). Data interpretation by the Center for Urban Policy Research, Rutgers University.
Note: Entries in boldface are the top four employment sectors.

Table 3.9
Southern United States Employment Growth and Totals by Sector: 2000 to 2025

(in Thousands of Jobs)
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Figure 3.3

2000 to 2025 Household Growth Rates—Southern Region EAs

Figure 3.4

2000 to 2025 Annual Employment Growth—Southern Region EAs

Source: Center for Urban Policy Research, Rutgers University.

Note: EAs at the edges of the figure that appear white are counties that belong to an EA in one of the other regions.

Source: Center for Urban Policy Research, Rutgers University.

Note: EAs at the edges of the figure that appear white are counties that belong to an EA in one of the other regions.
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largest employment growth. By 2025, the South will
boast more than one-third of the nation’s population
and jobs. The increases in the South almost compen-
sate for the relative losses in the Northeast.

Midwestern United States

As shown in Table 3.3, the Midwest is expected to
experience moderate population growth over the next
two and one-half decades. It will grow at a rate two-

thirds that of the national average. The 25-year growth
in population and households of 0.6 percent annually
or 14 percent in the aggregate will lag average popu-
lation and household growth by one-third. Annual
growth of 1.0 percent in employment and 2.0 percent
in total personal income also lags national averages
by one-third. By 2025, the Midwest will have approxi-
mately one-fifth of the nation’s population, house-
holds, employment, and income. This is about a
15 percent increase of the share that it held in 2000.
Table 3.10 indicates that the region will house 73.8
million persons in 28.2 million households by 2025.
Of the overall growth (8.7 million people and 3.5 mil-
lion households), about two-thirds will take place in
the East North Central Division and one-third in the
West North Central Division. Figure 3.5 shows the
projected 25-year household growth rates for vari-
ous locations (single or multiple EAs) within the Mid-
west Region. The highest growth rates are found in
northern Michigan, Wisconsin, South Dakota, and
southern Missouri. Increases in these locations ex-
ceed the national rate of growth. Large areas of the
Midwest—particularly in Nebraska, Iowa, Kansas,
Illinois, and northern Missouri—are growing at about
one-half the rate of the United States as a whole.

As shown in Table 3.11, employment in the Midwest
is forecast to increase by 10.5 million jobs from 2000
to 2025, which represents a growth rate slightly lower
than that of the nation as a whole. The East North
Central Division will grow at twice the increment of
the West North Central Division. Total personal in-
come in the Midwest Region is expected to reach
$2.3 trillion (see Table 3.11) by 2025, an increase of
$780 billion from 2000.

Again, the East North Central Division has more than
twice the income growth of the West North Central
Division. Figure 3.6 depicts employment growth rates
within the Midwest Region. South Dakota, southern

Variable
2000–2025
Increment

2025
Totals

Population (#, in 000s)
East North Central 5,506 50,660
West North Central 3,162 22,401

Total 8,668 73,061

Households (#, in 000s)
East North Central 2,275 18,773
West North Central 1,175 9,450

Total 3,450 28,223

Sources: Projection data from Woods & Poole (1998). Data
interpretation by the Center for Urban Policy Research,
Rutgers University.

Variable
2000–2025
Increment

2025
Totals

Employment (# of jobs, in 000s)
East North Central 6,720 32,885
West North Central 3,737 17,393

Total 10,457 50,278

Income (millions of 1992 dollars)
East North Central 525,469 1,560,474
Northwest  Central 254,748 727,312

Total 780,217 2,287,786

Sources: Projection data from Woods & Poole (1998). Data
interpretation by the Center for Urban Policy Research,
Rutgers University.

Table 3.10
Midwestern United States

Population and Household Growth:
2000 to 2025

Table 3.11
Midwestern United States

Employment and Income Growth:
2000 to 2025
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Figure 3.5

2000 to 2025 Household Growth—Midwest Region EAs

Figure 3.6

2000 to 2025 Employment Growth—Midwest Region EAs

Source: Center for Urban Policy Research, Rutgers University.

Note: EAs at the edges of the figure that appear white are counties that belong to an EA in one of the other regions.

Source: Center for Urban Policy Research, Rutgers University.

Note: EAs at the edges of the figure that appear white are counties that belong to an EA in one of the other regions.
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Missouri, northern Michigan, and central Ohio have
growth rates at or exceeding the national employment
growth rate of 1.25 percent per year, or 31 percent in
the aggregate.

A tabulation of the job growth by employment sector
within this region is shown in Table 3.12. The great-
est employment gains are in the service sector (5.3
million jobs), accounting for over half the regional
employment growth. Retail employment, with a
growth of 1.7 million jobs, ranks second; FIRE and
government are third and fourth, respectively, each
with a growth of approximately 1.0 million jobs. To-

gether, these four sectors represent 86 percent of the
Midwest Region’s overall employment growth.

Growth in the Midwest is substantially below that of
the South but significantly above that in the Northeast
for both households and jobs. The Midwest has a slightly
larger base of households and employment than does
the West, but it is growing at one-half of the household
increment and three-quarters of the employment in-
crement of the West. States with notable household
and employment growth in the Midwest include Ohio,
Michigan, Indiana, Minnesota, and Illinois.

Western United States

The Western Region of the United States, consisting
of the Mountain and Pacific Divisions, is the fastest-
growing region and exceeds by far the national aver-
age growth rate. As shown in Table 3.3, population
and households will grow by about 1.3 percent per
year, or by more than one-third in the aggregate. Popu-
lation will increase by 21 million, reaching a total of
83.4 million; household growth will increase by

East North Central West North Central Total Region
Employment
Sector

2000–2025
Increment 2025 Totals

2000–2025
Increment 2025 Totals

2000–2025
Increment 2025 Totals

Farming -85 332 -118 483 -203 816
Agriculture 82 318 37 182 119 499
Mining 13 92 11 81 24 173
Construction 288 1,572 198 894 486 2,466
Manufacturing 187 4,678 175 1,896 362 6,573
Transportation 169 1,350 80 747 249 2,097
Wholesale 261 1,490 130 779 391 2,269
Retail 1,021 5,552 675 3,026 1,696 8,578
FIRE 692 2,586 314 1,268 1,006 3,854
Service 3,486 11,195 1,855 5,772 5,341 16,967
Government 606 3,721 379 2,265 985 5,986
Total 6,720 32,886 3,736 17,393 10,456 50,278

Sources: Projection data from Woods & Poole (1998). Data interpretation by the Center for Urban Policy Research, Rutgers
University.
Note: Entries in boldface are the top four employment sectors.

Table 3.12
Midwestern United States Employment Growth and Totals by Sector: 2000 to 2025

(in Thousands of Jobs)
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7.9 million, resulting in 30.5 million households by

the end of the projection period.

Employment in the West is projected to increase at

1.6 percent annually and 39 percent in the aggregate,

25 percent more than the average national growth.

Income is projected to grow even more rapidly, in-

creasing by more than 3 percent annually, or a total

of 75 percent between 2000 and 2025. By 2025, the

West will have about one-quarter of the nation’s popu-

lation, households, and income, and nearly 40 per-

cent of its jobs. This is about a 10 percent relative

increase over similar statistics for 2000.

Although two-thirds of the growth increment occurs

in the Pacific Division (see Table 3.13), the Moun-

tain Division is growing at a much more rapid rate—

nearly 2 percent annually, or 50 percent overall, com-

pared with 1.2 percent annually, or 30 percent overall,

for the Pacific Division. Figure 3.8 illustrates the 25-

year household growth rates for areas in the Western

Region (single or multiple EAs). Rapid growth is

anticipated for areas in Arizona, New Mexico, Ne-

vada, Colorado, and southern Washington. Califor-

nia will have the largest 25-year growth changes of

any state. Due to its large base, however, the rates of

growth are much higher in the other western states

than they are in California. Table 3.14 shows that em-

ployment in the West will increase by 13.9 million

over the projection period due to a slightly higher

growth rate than the national average. Total employ-

ment will reach 49.3 million by 2025. The growth

rate for the Mountain Division is somewhat higher

than the Pacific Division—39 percent versus 26 per-

cent.  Personal income is projected to double, grow-

ing by $1.1 trillion to a level of $2.5 trillion in 2025.

Variable

2000–2025

Increment 2025 Totals

Employment (#, in 000s of jobs)

Mountain 5,092 15,848

Pacific 8,798 33,490

Total 13,890 49,338

Income (millions of 1992 dollars)

Mountain 366,588 745,067

Pacific 748,971 1,796738

Total 1,115,559 2,541,805

Sources: Projection data from Woods & Poole (1998). Data

interpretation by the Center for Urban Policy Research,

Rutgers University.

Variable

2000–2025

Increment 2025 Totals

Population (#, in 000s)

Mountain 8,415 26,587

Pacific 12,715 57,741

Total 21,130 84,328

Households (#, in 000s)

Mountain 3,323 10,245

Pacific 4,542 20,274

Total 7,865 30,519

Sources: Projection data from Woods & Poole (1998).

Data interpretation by the Center for Urban Policy

Research, Rutgers University.

Table 3.13

Western United States

Population and Household Growth:

2000 to 2025

Table 3.14

Western United States

Employment and Income Growth:

2000 to 2025
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More than two-thirds of this income growth will take
place in the Pacific Division.

Figure 3.8 presents employment growth rates for the
period 2000 to 2025. California, with its large popu-
lation and job bases, exhibits the largest overall in-
creases but has a relatively low overall growth rate.
Arizona, New Mexico, Colorado, and portions of
Montana will evidence the most rapid growth rates
in the region.

Table 3.15 displays employment growth from 2000
to 2025 by employment sector. As is the case for the
other regions, the service sector will experience the
greatest job growth—6.9 million jobs, or nearly
50 percent of the region’s overall employment in-

crease. The retail sector will follow, but with sub-
stantially less employment growth—a 2.4 percent job
growth increment over the period. Government (1.4
million jobs) and FIRE (0.9 million jobs) also ex-
hibit relatively large growth changes. Together, these
four sectors contribute to 83 percent of the region’s
employment growth.

Since the mid-nineteenth century, the West has been
a desired destination for American households.
California’s allure is now being replaced by strong
locational “pulls” from Oregon and Washington. Even
more than locations in the Pacific Division, areas in
the southern Mountain Division are growing rapidly.
Arizona and Nevada have high rates of growth. The
West contains seven of the 20 states with the largest
increments in household growth, and four of the 20
states with the largest increments in employment
growth.

GROWTH IN EAs

The 172 BEA EAs each represent radically different
contributions to the overall growth of the nation and
its regions. Table 3.16 shows the rank, amount of
household growth, and percentage of national house-
hold growth for the top 30 EAs for the projection

Mountain Pacific Total Region

Employment
Sector

2000–2025
Increment 2025 Totals

2000–2025
Increment 2025 Totals

2000–2025
Increment 2025 Totals

Farming -30 141 -13 415 -43 556
Agriculture 60 201 153 686 213 887
Mining 29 147 17 90 46 237
Construction 562 1,324 273 1,437 835 2,761
Manufacturing 176 1,052 43 2,563 219 3,615
Transportation 184 688 271 1,374 455 2,062
Wholesale 188 629 382 1,558 570 2,187
Retail 886 2,787 1,475 5,518 2,361 8,304
FIRE 327 1,126 621 2,530 948 3,656
Service 2,255 5,723 4,608 12,844 6,863 18,567
Government 453 2,029 966 4,475 1,419 6,504
Total 5,090 15,847 8,796 33,490 13,886 49,336

Sources: Projection data from Woods & Poole (1998). Data interpretation by the Center for Urban Policy Research, Rutgers
University.
Note: Entries in boldface are the top four employment sectors.

Table 3.15
Western United States Employment Growth and Totals by Sector: 2000 to 2025

(in Thousands of Jobs)
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Figure 3.7

2000 to 2025 Household Growth—Western Region EAs

Figure 3.8

2000 to 2025 Employment Growth—Western Region EAs

Source: Center for Urban Policy Research, Rutgers University.

Note: EAs at the edges of the figure that appear white are counties that belong to an EA in one of the other regions.

Source: Center for Urban Policy Research, Rutgers University.

Note: EAs at the edges of the figure that appear white are counties that belong to an EA in one of the other regions.
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period 2000 to 2025. For household growth, abso-
lute increases vary from 1.2 million to 220,000. Con-
tributions to overall national growth vary from about
5 percent down to about 1 percent annually. The fol-
lowing EAs, in descending order of annual growth,
contribute to national growth from the approximately
5 percent to the 2.7 percent level:

EA Growth—Top 10
• Los Angeles-Riverside-Orange, CA-AZ
• Dallas-Fort Worth, TX, AR-OK
• San Francisco-Oakland-San Jose, CA
• Atlanta, GA-AL-NC
• Washington-Baltimore, DC-MD-VA-WV-PA
• Phoenix-Mesa, AZ-NM
• Houston-Galveston-Brazoria, TX
• Miami-Fort Lauderdale, FL
• Seattle-Tacoma-Bremerton, WA
• Denver-Boulder-Greeley, CO-KS-NE

Six of these EAs are in the West; four are in the South.
The 10 EAs represent about one-third of the projected
population and household growth in the United States
over the period 2000 to 2025. The top 30 EAs in the
United States account for approximatively 64 percent

of population and household growth (see Table 3.17).
The next 30 EAs account for 18 percent, the next
82 EAs account for 17 percent, and the bottom
30 EAs account for barely 1 percent. The top 60 EAs
in the United States represent 82 percent of the
nation’s projected population and household growth.

With regard to employment growth in EAs, it is much
the same picture as with household growth. The top
30 EAs in employment growth account for 63 per-
cent of all growth, the next 30 account for 18 per-
cent, the next 82 account for almost a similar per-
centage, and the bottom 30 account for 2 percent. Like
household growth, the top 60 EAs account for 80 per-
cent of the nation’s employment growth.

EAs order themselves somewhat differently in em-
ployment growth than in household growth. The fact
remains, however, that of the top 30 EAs in house-
hold growth, there is almost a perfect match with em-
ployment growth. Only the Detroit, Cleveland, and
St. Louis EAs are absent from the household growth
list. None of these appear in the top 60 household
growth locations. Raleigh-Durham, Charlotte, NC,
and Austin, TX, are missing from the top 30 employ-
ment growth EAs, but they are found in the top 35.
The top 10 employment growth EAs are listed be-
low:
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EA Name

Number of

Counties in

EA

Rank for

Total

Household

Growth

Household

Growth

Increase

(# of

Households)

Percentage

of National

Household

Growth (%)

Los Angeles-Riverside-Orange, CA-AZ 10 1 1,160,231 4.9
Dallas-Fort Worth, TX-AR-OK 77 2 925,006 3.9
San Francisco-Oakland-San Jose, CA 22 3 797,268 3.4
Atlanta, GA-AL-NC 67 4 795,581 3.4

Washington-Baltimore, DC-MD-VA-WV-PA 52 5 794,409 3.4

Phoenix-Mesa, AZ-NM 8 6 725,011 3.1
Houston-Galveston-Brazoria, TX 38 7 724,754 3.1
Miami-Fort Lauderdale, FL 10 8 678,757 2.9

Seattle-Tacoma-Bremerton, WA 15 9 644,295 2.7
Denver-Boulder-Greeley, CO-KS-NE 49 10 636,246 2.7

Orlando, FL 13 11 614,319 2.6

San Diego, CA 1 12 564,149 2.4
Boston-Worcester-Lawr.-Low.-Broc., MA-NH-RI-VT 29 13 437,445 1.9
Las Vegas, NV-AZ-UT 11 14 424,361 1.8
Chicago-Gary-Kenosha, IL-IN-WI 30 15 405,854 1.7

Portland-Salem, OR-WA 24 16 401,739 1.7
Minneapolis-St. Paul, MN-WI-IA 70 17 399,604 1.7
San Antonio, TX 22 18 381,815 1.6
Tampa-St. Petersburg-Clearwater, FL 4 19 379,561 1.6

Salt Lake City-Ogden, UT-ID 22 20 375,291 1.6

Sacramento-Yolo, CA 11 21 339,517 1.4
NY-Northern NJ-Long Island, NY-NJ-CT-PA-MA-VT 58 22 309,525 1.3

Nashville, TN-KY 54 23 305,503 1.3
Indianapolis, IN-IL 45 24 293,208 1.3
Jacksonville, FL-GA 27 25 281,343 1.2

Philadelphia-Wilmington-Atlantic City, PA-NJ-DE-MD 18 26 264,970 1.1
Raleigh-Durham-Chapel Hill, NC-SC 18 27 257,037 1.1
Charlotte-Gastonia-Rock Hill, NC-SC 16 28 246,273 1.1
Austin-San Marcos, TX 10 29 238,376 1.0

Columbus, OH 25 30 221,778 0.9

Source: Center for Urban Policy Research, Rutgers University.

• Los Angeles-Riverside-Orange, CA-AZ

• New York-Northern NJ-Long Island, NY-NJ-CT-

PA-MA-VT

• Washington-Baltimore, DC-MD-VA-WV-PA

• San Francisco-Oakland-San Jose, CA

• Chicago-Gary-Kenosha, IL-IN-WI

• Dallas-Forth Worth, TX-AR-OK

• Boston-Worcester-Lawrence-Lowell-Brockton,

MA-NH-RI-VT

• Atlanta, GA-AL-NC

• Miami-Fort Lauderdale, FL

• Houston-Galveston-Brazoria, TX

GROWTH IN COUNTIES

No discussion of growth in the United States is com-

plete without a discussion of growth in counties. While

counties are not the focus of the analysis of regional

growth, they are an important regional component and

must be viewed separately. The top 40 counties ac-

count for approximately one-third of national house-

hold growth. When considered with the next

110 counties, 150 in total, 60 percent of national

household growth is represented. Thus, 5 percent of

the counties in the United States account for 60 per-

cent of the household growth of the United States.

Table 3.16

EAs Ranked by Total Household Growth

(Top 30 EAs)
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County
County
Type

Rank of
Total

Growth

Total
Household

Growth

Percentage
of National
Household

Growth (%) County
County

Type

Rank of
Total

Growth

Total
Household

Growth

Percentage
of National
Household

Growth (%)

Maricopa, AZ S 1 664,552 2.8 Seminole, FL S 31 124,477 0.5
San Diego, CA S 2 564,149 2.4 Denton, TX U 32 117,360 0.5
Harris, TX UC 3 357,980 1.5 Travis, TX U 33 116,471 0.5
Clark, NV S 4 352,899 1.5 Snohomish, WA S 34 115,406 0.5
Orange, CA U 5 279,961 1.2 El Paso, TX U 35 114,737 0.5
Tarrant, TX UC 6 276,796 1.2 Washington, OR U 36 113,303 0.5
Bexar, TX U 7 253,267 1.1 Franklin, OH U 37 110,591 0.5
Los Angeles, CA U 8 240,128 1.0 Pasco, FL R 38 104,059 0.4
Palm Beach, FL S 9 232,519 1.0 Fort Bend, TX S 39 103,780 0.4
Riverside, CA R 10 226,439 1.0 Shelby, TN U 40 99,957 0.4

Broward, FL S 11 221,368 0.9 Montgomery, TX S 41 99,380 0.4
San Bernardino, CA UND 12 215,330 0.9 Oakland, MI U 42 98,599 0.4
Hillsborough, FL S 13 209,754 0.9 Manatee, FL R 43 91,633 0.4
King, WA U 14 198,373 0.8 El Paso, CO S 44 91,112 0.4
Orange, FL S 15 194,755 0.8 Lake, IL U 45 86,917 0.4
Pima, AZ RC 16 184,260 0.8 Alameda, CA U 46 86,360 0.4
Contra Costa, CA U 17 173,235 0.7 Utah, UT S 47 85,397 0.4
Fairfax Cty/Co, VA U 18 173,211 0.7 Solano, CA R 48 82,468 0.4
Sacramento, CA S 19 162,983 0.7 Lexington, SC S 49 81,987 0.3
Salt Lake, UT UC 20 161,283 0.7 Hidalgo, TX S 50 81,287 0.3

Dallas, TX UC 21 160,477 0.7 Fresno, CA RC 51 80,833 0.3
Cobb, GA U 22 155,985 0.7 Du Page, IL U 52 80,424 0.3
Arapahoe, CO S 23 149,530 0.6 Lee, FL S 53 79,629 0.3
Collin, TX U 24 146,155 0.6 Williamson, TX R 54 78,253 0.3
Wake, NC S 25 144,190 0.6 Duval, FL S 55 75,194 0.3
Mecklenburg, NC U 26 139,018 0.6 Honolulu, HI U 56 74,618 0.3
Santa Clara, CA U 27 133,692 0.6 Clark, WA S 57 73,492 0.3
Gwinnett, GA U 28 133,227 0.6 Ventura, CA R 58 71,490 0.3
Pierce, WA S 29 130,971 0.6 Bernalillo, NM U 59 71,306 0.3
Dade, FL S 30 127,137 0.5 Dakota, MN U 60 71,220 0.3

Source: Center for Urban Policy Research, Rutgers University.
Note: The six county type categories are: Urban Center (UC), Urban (U), Suburban (S), Rural Center (RC), Rural (R), and Undeveloped (UND).

Number of EAs
Share of

Households (%)

Household
Growth

(#, in Millions)
Share of

Employment (%)

Employment
Growth

(#, in Millions)
Top 30 EAs (1–30) 64.0 15.0 62.1 30.7
Next 30 EAs (31–60) 18.3 4.3 17.6 8.7
Next 82 EAs (61–142) 16.9 4.0 18.4 9.1
Bottom 30 EAs (143–172) 0.8 0.2 1.9 0.9

Total 172 EAs 100.0 23.5 100.0 49.4

Source: Center for Urban Policy Research, Rutgers University.

Table 3.17
Share of National Household and Employment Growth

Accounted for by Varying Numbers of EAs

Table 3.18
Counties Ranked by Total Growth

(Top 60 Counties)
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The top 60 counties in household growth are shown

in Table 3.18. Household growth varies from nearly

700,000 in Maricopa County, Arizona, to 71,000 in

Dakota County, Minnesota. Growth in Maricopa

County represents nearly 3 percent of national house-

hold growth. Growth in Dakota County represents

about 0.3 percent of national household growth.

The top 20 counties for household growth in the

United States are listed below:

Twelve counties on the above list are in the West and

eight are in the South. None are in the Midwest or the

Northeast. More than one-third are in California (7),

20 percent are in Florida (4), 15 percent are in Texas

(3), and 10 percent in Arizona (2). These four states

contain three-quarters of the top growth counties in

the United States. It is clear that the West and the

South dominate as locations of significant county

growth nationally.

CONCLUSION

Growth in the United States is taking place primarily

in the West and in the South, and in selected loca-

tions in each of these two regions. Every list of the

fastest-growing states, EAs, and counties is dominated

by entries from the Western and Southern Regions. A

substantial concentration of the nation’s significant

growth is found in a relatively small number of geo-

graphic areas. Three of 50 states, 10 of 172 BEA EAs,

and 40 of 3,100 counties contain one-third of the

nation’s growth. Significant growth in the United

States is a concentrated phenomenon. Thus, almost

all projections of sprawl and its effects will take place

in the Southern and Western regions of the United

States.
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County Growth—Top 20

• Maricopa, AZ

• San Diego, CA

• Harris, TX

• Clark, NV

• Orange, CA

• Tarrant, TX

• Bexar, TX

• Los Angeles, CA

• Palm Beach, FL

• Riverside, CA

• Broward, FL

• San Bernardino, CA

• Hillsborough, FL

• King, WA

• Orange, FL

• Pima, AZ

• Centra Costa, CA

• Fairfax, VA

• Sacramento, CA

• Salt Lake, UT
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IV

Sprawl and Its Control
The Incidence and Control of Sprawl

in the United States

INTRODUCTION

One of the most interesting findings of the preceding

chapter is the identification of substantial concen-

trations of significant population, household, and em-

ployment growth in a relatively small number of

states, EAs, and counties. Almost all of the geographic

subdivisions (the four Census regions, the 172 EAs,

and the 3,091 counties) are projected to show growth

in households and jobs over the 25-year period from

2000 to 2025. The exception to the positive growth

trend are two EAs (Greenville, Mississippi, and

Wheeling, West Virginia-Ohio) and about 530 coun-

ties; however, much of this decline is either not sig-

nificant or is taking place in counties that are already

developed. The slowest-growing 125 EAs, consist-

ing of about 2,000 of the 3,091 counties, contribute

less than 25 percent of the nation’s growth. In addi-

tion, there are approximately 365 counties that are

growing significantly but are urban or developed sub-

urban counties that, by definition, are not sprawl coun-

ties. The remaining counties (approximately 735) are

the undeveloped, rural, and suburban locations with

significant growth that are ripe for the low-density

development termed sprawl—unlimited outward ex-

tension characterized by leapfrog development and

low-density residential and nonresidential uses.

Using growth and its locational nexus, the incidence

of sprawl can be specified by variables that will track

significant growth in locations where this growth

might be inappropriate. This will provide quantita-

tive answers to the following key questions. To what

degree is sprawl—significant, low-density residen-

tial and nonresidential development occurring at the

outer fringe—present nationwide? Further, if control-

ling the geographic extent of sprawl development is

desirable, which alternative locations can absorb ad-

ditional growth without experiencing excessive

growth themselves? Finally, are such alternative lo-

cations available within an existing EA or is a con-

trolled sprawl condition not possible in some EAs?

The purpose of this chapter is to provide answers to

the above questions while looking at the phenomenon

of this type of growth nationwide. In particular:

• How many of the approximately 3,100 counties

are experiencing significant sprawl?

• Does sprawl have a temporal dimension? Is it

projected to increase or decrease significantly or

remain stable between the recent past period

(1980 to 2000) and the future period (2000 to

2025)?

• To what extent can sprawl be contained with more

concentrated development?
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In this chapter, the projections of population, house-

holds, and employment will be used to define two

different future growth scenarios for the United States:

uncontrolled growth (sprawl) and controlled growth

(compact development or smart growth). Both future

growth scenarios involve development over the pe-

riod 2000 to 2025. The prior period of development

is used to benchmark the type of sprawl taking place

in the future period: sustained, growing, or decreas-

ing.1  These projections are then located by EA to map

the presence of (1) a future with sprawl and (2) a

future wherein sprawl has been controlled. In the first

scenario, household and employment projections for

an area define the incidence of historical develop-

ment or sprawl for a 2000 to 2025 projection period

under uncontrolled growth. In the second scenario,

households and employment are redistributed to more

developed counties within an EA. Redirecting growth

to these counties, which are closer to established

metropolitan centers, reduces the incidence of growth

in outlying rural and undeveloped areas. Thus, future

sprawl is reduced and controlled in these locations.

The results are presented for states, EAs, and counties.

As indicated in chapter 2, the 172 BEA EAs are the

regional entities used to analyze the incidence of

sprawl. Each EA represents a commuting region, with

urban, suburban, and rural counties, whose total popu-

lation, household, and employment projections are

identical under the two future development scenarios.

Demographic projections do not vary by EA over the

25-year period. Sprawl is controlled within an EA by

redirecting a portion of a county’s growth to other

counties. An individual county’s population, house-

hold, and employment projections will vary by sce-

nario because the scenarios allocate growth differ-

ently within an EA. Thus, if outer-county growth is

limited for the purposes of controlling sprawl, inner-

county growth within the EA is enhanced.

UNCONTROLLED-GROWTH

SCENARIO

Sprawl Designation Process at the

County Level

Household and employment growth is determined for

all counties for the periods 1980 to 2000 and 2000 to

2025 to provide both historical and future designa-

tions of sprawl or nonsprawl. Growth rates for each

period are calculated and the upper quartile of county

growth rates for each EA is established. Counties in

the upper quartile of growth rate (the defining char-

acteristic of significant sprawl in an EA) cannot fall

below the average annual national growth rate or 40

percent of the average annual national absolute in-

crease. (Table 4.1 shows the annual average national

growth rate and annual average absolute increase for

both periods.) The growth rate threshold values for

each EA are presented in Appendix C.

Average Annual

Growth Rate

1980–2000 Average Annual

Numerical Growth

2000–2025 Average Annual

Numerical Growth

Variable

1980–

2000

2000–

2025

Absolute

Growth

40% of

Growth

160% of

Growth

Absolute

Growth

40% of

Growth

160% of

Growth

Households 1.36 1.04 357 143 411 328 131 525

Employment 2.03 1.32 752 301 1,203 639 256 1,022

Source: Woods & Poole (1998).

1980–2000 2000–2025 Designation

Nonsprawl Sprawl Growing Sprawl

Sprawl Sprawl Sustained Sprawl

Sprawl Nonsprawl Decreasing Sprawl

Nonsprawl Nonsprawl Nonsprawl

Source: Center for Urban Policy Research, Rutgers University.

1 Sprawl is decreasing primarily because the market for

development is slowing in most of the areas experiencing

sprawl (i.e., it is skipping over to other places), not because

curative measures are in force that have sprawl under

control.

Table 4.1

Average Annual Household and Employment Growth in Counties

Table 4.2

Relative Sprawl Designations

(Based on Past and Future Sprawl Presence)
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Another check on the significant sprawl designation

is that a county is not given a sprawl designation if its

overall growth is due solely to the growth of a domi-

nant city. If a single city represents more than 50 per-

cent of the county’s growth, the county is not desig-

nated as a sprawl county. Since the city is growing

strongly within its own bounds and accounts for over

half of the county’s growth, the county is not sprawl-

ing; rather, it is assumed that the city is the growing

entity.

Further, if a county is not initially designated as

sprawling by its relative growth rate, but it has an

absolute growth level of 160 percent of the national

county annual average, it is also classified as a sprawl

county. This criteria applies more to suburban coun-

ties where the growth rates would never exceed the

growth rate thresholds due to their size.

In Table 4.2, sprawl is characterized in a way that

demonstrates the changing nature of its presence in

an area. The terms defined below are empirically dem-

onstrated in the sections that follow.

• Nonsprawl—counties (except urban and urban

centers) that do not meet the above sprawl crite-

ria during both the 1980 to 2000 period and the

2000 to 2025 period;

• Decreasing sprawl—counties that do meet the

sprawl criteria for 1980 to 2000 but do not meet

the criteria for 2000 to 2025. (These are prima-

rily locations where the market has cooled, not

where ameliorative measures are in place. Fur-

ther, most fall just below one or another sprawl

criterion.)

• Sustained sprawl—counties that do meet the

above criteria for sprawl in both time periods.

• Growing sprawl—counties that do not meet the

sprawl criteria for 1980 to 2000 but do meet it

for the 2000 to 2025 period.

This temporal definition of sprawl recognizes that, in

any given county, sprawl is either (1) nonexistent; (2)

decreasingly occurring; (3) continuously occurring;

or (4) newly occurring.

Existing Incidence of Sprawl

Using the above definitions, the incidence of sprawl

can be viewed nationally. Sprawl (significant low-

density growth in developing suburban, rural center,

rural, and undeveloped counties) will affect 742 out

of the 3,091 counties in the nation, or about 24 per-

cent of all counties, at some point during the 2000 to

2025 period (see Table 4.3). In terms of numbers of

counties, sprawl is occurring to a greater degree (by

a ratio of four to one) in rural and undeveloped coun-

ties than in either developing suburban or rural cen-

Designation

Rural and

Undeveloped

Suburban and

Rural Center

Urban Center

and Urban Total

Decreasing Sprawl 145 32 0 177

Sustained Sprawl 347 84 0 431

Growing Sprawl 106 28 0 134

Sprawl Subtotal 598 144 0 742

Nonsprawl 2,128 121 100 2,349

Grand Total 2,726 265 100 3,091

Sources: Projection data from Woods & Poole (1998). Data interpretation by the Center for Urban Policy Research,

Rutgers University.
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Table 4.3

Sprawl by County Type under Uncontrolled Growth
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ter counties. Close to 600 (81 percent) of the 742

counties where significant sprawl is taking place are

rural or undeveloped counties.

Of the temporal categories of sprawl, sustained sprawl

(occurring in the 1980 to 2000 period and projected

for the 2000 to 2025 period) involves by far the larg-

est number of counties (431), followed by decreas-

ing sprawl (sprawl occurring less in the period from

2000 to 2025; 177 counties), and growing sprawl

(sprawl projected only for the later period; 134 coun-

ties). Sprawl does, however, represent a significant

share of overall national growth. Of the 23.5 million

projected growth in households over the period 2000

to 2025, growth of 13.1 million households, or 56 per-

cent, will take place in counties characterized by sig-

nificant sprawl growth; growth of 8.3 million house-

holds, or 35 percent, will occur in more developed

urban and suburban nonsprawl counties; and growth

of 2.0 million households, or 8.6 percent, will occur

in very low growth rural and undeveloped, nonsprawl

counties. Of the 13.1 million household growth in

sprawl counties, growth of 9.8 million households,

or 75 percent, will be in counties that exhibit sustained

sprawl (multiperiod); growth of 2.1 million house-

holds, or 16 percent, will occur in counties that ex-

hibit decreasing sprawl (slowing in the later period);

and growth of 1.3 million households, or 1 percent,

will occur in counties with growing sprawl (only in

the later period). Thus, development in significant

sprawl locations affects well over half of the future

growth of households in the United States, three-quar-

ters of which have sprawled for the past twenty years

and will continue to sprawl to some degree for the

next 25 years.

It should be understood that this does not mean that

sprawl is absent from other locations; i.e., very low

growth rural and undeveloped counties. In most of

these locations, low-level sprawl is taking place.

These are isolated piano-key residential developments

along county roads and gas station/convenience store

developments at major intersections. In fact, as men-

tioned previously, sprawl is occurring in most loca-

tions—even in locations with no new net growth and

in locations within the two most famous cities with

growth boundaries (Lexington, Kentucky, and Port-

land, Oregon). Except for concentrated urban devel-

opment and specific higher-density infill projects,

low-level sprawl is occurring almost everywhere that

growth is taking place in the United States. However,

this analysis focuses on significant sprawl, which will

occur in the future in about one-quarter of the nation’s

counties. Compared with household growth, poten-

tially less employment growth will take place in

sprawl locations. In fact, more employment growth
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will take place in nonsprawl developed urban and

suburban county locations (24.2 million jobs, or 49

percent of total job growth) than will take place in

significantly growing rural, undeveloped, and devel-

oping suburban (i.e., sprawl) counties (20.4 million

jobs, or 41 percent of total job growth). Further, each

of these two loci of future job growth represents five

to six times the amount of employment growth that

will take place in the very low growth nonsprawl ru-

ral and undeveloped counties (4.8 million or barely

10 percent of total job growth (see Table 4.4). Thus,

household growth, as opposed to employment growth,

is far more likely to be associated with, and thus to

characterize, potential sprawl locations.

WHERE IS SPRAWL TAKING

PLACE IN THE UNITED STATES?

States

Figure 4.1 and Table 4.5 show projected sprawl in

the United States for the uncontrolled-growth sce-

nario. Again, it is obvious that sprawl trends follow

growth trends. The 10 states that will contribute the

largest percentages to future sprawl household growth

are states that are synonymous with growth. These

are, in order of descending rank, Florida, California,

Arizona, Texas, North Carolina, South Carolina, Colo-

rado, Washington, Georgia, and Nevada. Five of these

10 states are in the South; five are in the West. These

ten states represent 58 percent of sprawl household

Shares of All Growth Households Employment

Sprawl Counties 13,133,070 20,367,000

Very Low Growth: Rural and Undeveloped Counties 2,007,070 4,822,760

Developed: Urban and Suburban Counties 8,313,270 24,228,340

Total Growth 23,454,410 49,418,100

County Sprawl Type Households Employment

Decreasing Sprawl Counties 2,053,110 3,550,210

Growing Sprawl Counties 1,289,670 2,978,610

Sustained Sprawl Counties 9,790,290 13,838,180

All Sprawl Counties 13,133,070 20,367,000

Sources: Projection data from Woods & Poole (1998). Data interpretation by the Center for Urban Policy

Research, Rutgers University.

State Rank

Percentage of National

Sprawl Household

Growth (%)

Percentage of State’s

Household Growth That

Is Sprawl      (%)

Florida 1 12.8 69.9
California 2 9.3 40.3
Arizona 3 7.8 97.6

Texas 4 6.2 30.7
N. Carolina 5 4.7 70.4

S. Carolina 6 3.6 85.8
Colorado 7 3.5 69.8
Washington 8 3.4 52.8
Georgia 9 3.4 44.3

Nevada 10 3.0 88.8

Source: Center for Urban Policy Research, Rutgers University.

Table 4.4

Sprawl as a Share of All Growth and by County Sprawl Type

Table 4.5

States with the Most Significant Future Household Growth in Sprawl Locations
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Figure 4.1

Projected Sprawl in the United States: Uncontrolled-Growth Scenario
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Figure 4.2

Projected Sprawl in the United States: Controlled-Growth Scenario
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growth and 60 percent of all household growth. The

top twenty sprawl growth states represent 75 percent

of national sprawl household growth and 85 percent

of all household growth. In the previously listed top-

10 sprawl states, state sprawl household growth in an

individual state as a percentage of overall national

sprawl household growth varies from nearly 13 per-

cent for Florida to about 3.0 percent for Nevada. One-

eighth of all future sprawl growth will take place in

Florida. The share of overall growth in a state that is

sprawl is highest in Arizona, at nearly 98 percent, and

lowest in Texas, at nearly 31 percent. In Arizona, only

2 percent of all household growth from 2000 to 2025

will occur either in nonsprawl developed suburban

and urban counties or in a very limited fashion in

nonsprawl, very low development locations. In Texas,

in contrast, 70 percent of all household growth dur-

ing this period will occur in these types of already

developed or very low development (nonsprawl)

county locations. Table 4.6 lists the states with the

most sprawl (by percentage contribution to national

sprawl growth) as well as the share of their overall

growth that is designated sprawl.

The most interesting comparison that can be drawn

from Table 4.6 is that even though there is a high

correlation between growth in states and sprawl in

states, there are also some noticeable differences.

Among the states where sprawl dominates overall

growth, Florida is the first most significant sprawl

state but the third most significant overall growth state.

Similarly, South Carolina is the sixth most signifi-

cant sprawl state but the 11th  most significant over-

all growth state, and Nevada and Maryland are the

10th and 11th most significant sprawl states but the

15th and 16th most significant overall growth states.

State

Sprawl

Growth

Rank

Total

Growth

Rank

2000–2025

Household

Increase in

Sprawl

Counties

2000–2025

Household

Increase in All

Counties

Percentage of

U.S. Household

Growth

Designated as

Sprawl (%)

Percentage

of All U.S.

Household

Growth (%)

Percentage of

County

Growth

Designated as

Sprawl (%)

Florida 1 3 1,681,350 2,405,432 12.8 10.3 69.9

California 2 1 1,221,059 3,032,456 9.3 12.9 40.3

Arizona 3 4 1,024,588 1,049,559 7.8 4.5 97.6

Texas 4 2 809,213 2,638,577 6.2 11.2 30.7

North Carolina 5 6 622,361 883,790 4.7 3.8 70.4

South Carolina 6 11 467,982 545,564 3.6 2.3 85.8

Colorado 7 9 462,203 662,646 3.5 2.8 69.8

Washington 8 7 451,562 855,796 3.4 3.6 52.8

Georgia 9 5 447,186 1,009,838 3.4 4.3 44.3

Nevada 10 15 392,899 442,453 3.0 1.9 88.8

Maryland 11 16 349,474 437,233 2.7 1.9 79.9

Tennessee 12 10 341,558 639,882 2.6 2.7 53.4

Ohio 13 12 300,371 534,892 2.3 2.3 56.2

Alabama 14 17 296,901 431,386 2.3 1.8 68.8

Indiana 15 14 288,901 473,235 2.2 2.0 61.1

Virginia 16 8 287,747 696,076 2.2 3.0 41.3

Michigan 17 13 253,060 477,693 1.9 2.0 53.0

Pennsylvania 18 24 250,533 315,339 1.9 1.3 79.5

Missouri 19 25 242,836 282,786 1.9 1.2 85.9

Wisconsin 20 22 236,905 368,530 1.8 1.6 64.3

Source: Center for Urban Policy Research, Rutgers University.

Table 4.6

Sprawl Growth Compared with Overall Growth in States

(Top 20 States)
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Among states with relatively high growth that are not

necessarily dominated by sprawl, Texas is the fourth

most significant sprawl state but the second most sig-

nificant overall growth state. Georgia is the ninth most

significant sprawl state but the fifth most significant

overall growth state. Virginia is the 16th most sig-

nificant sprawl state but the eighth most significant

overall growth state. As a cautionary note, these rela-

tionships are based on the scale of overall growth and

the number of relatively undeveloped locations in a

state where this growth could take place.

It is possible to rank states as future sprawl-growth

sites by creating an index that links their contribution

to sprawl household growth with their contribution

to overall household growth. This is an index of po-

tential state vulnerability for significant amounts of

development to occur in the sprawl locations. To be

high on the list, a state must experience significant

household growth destined for relatively undeveloped

counties. The measure is created by dividing the per-

centage contribution to national sprawl household

growth by the percentage contribution to overall

household growth, then multiplying this fraction by

the percentage contribution to national sprawl house-

hold growth. This is the same as multiplying the per-

centage contribution to national sprawl by the per-

centage of sprawl of overall household growth in the

state. This index puts the state of Florida at the top of

the list in terms of vulnerability to sprawl and the state

of Nebraska at the bottom. All states, ranked by sprawl

vulnerability, are found in Table 4.7, and the top ten

appear as follows:

State Rank

Sprawl

Index

(House-

holds)

Percentage

of U.S.

Household

Growth

Designated

as Sprawl

(%)

Percentage

of All U.S.

Household

Growth

(%)

Florida 1 16.0 12.8 10.3

Arizona 2 13.6 7.8 4.5

California 3 6.7 9.3 12.9

North Carolina 4 6.0 4.7 3.8

South Carolina 5 5.5 3.6 2.3

Nevada 6 4.7 3.0 1.9

Colorado 7 4.4 3.5 2.8

Maryland 8 3.8 2.7 1.9

Texas 9 3.4 6.2 11.2

Washington 10 3.2 3.4 3.6

Missouri 11 2.8 1.9 1.2

Alabama 12 2.8 2.3 1.8

Pennsylvania 13 2.7 1.9 1.3

Georgia 14 2.7 3.4 4.3

Tennessee 15 2.5 2.6 2.7

New Jersey 16 2.4 1.6 1.0

Indiana 17 2.4 2.2 2.0

Ohio 18 2.3 2.3 2.3

Wisconsin 19 2.1 1.8 1.6

Michigan 20 1.8 1.9 2.0

Virginia 21 1.6 2.2 3.0

Alaska 22 1.5 0.9 0.5

New Hampshire 23 1.4 0.8 0.5

Mississippi 24 1.4 1.0 0.8

New Mexico 25 1.3 1.2 1.1

Source: Center for Urban Policy Research, Rutgers University.

State Rank

Sprawl

Index

(House-

holds)

Percentage

of U.S.

Household

Growth

Designated

as Sprawl

(%)

Percentage

of All U.S.

Household

Growth

(%)

Illinois 26 1.2 1.4 1.6

Oregon 27 1.1 1.4 1.8

Arkansas 28 1.1 0.9 0.7

Montana 29 0.9 0.6 0.4

Louisiana 30 0.9 1.1 1.3

Utah 31 0.9 1.3 1.8

New York 32 0.8 0.9 1.1

Minnesota 33 0.7 1.1 1.7

Maine 34 0.6 0.5 0.5

South Dakota 35 0.6 0.4 0.2

Massachusetts 36 0.6 0.8 1.1

Kentucky 37 0.6 0.8 1.2

Hawaii 38 0.5 0.6 0.7

Oklahoma 39 0.5 0.6 0.9

Idaho 40 0.4 0.6 0.8

Rhode Island 41 0.4 0.3 0.2

Delaware 42 0.3 0.3 0.3

Connecticut 43 0.3 0.2 0.1

Iowa 44 0.3 0.4 0.5

North Dakota 45 0.3 0.2 0.1

West Virginia 46 0.2 0.3 0.3

Wyoming 47 0.2 0.2 0.2

Vermont 48 0.2 0.2 0.2

Kansas 49 0.1 0.2 0.5

Nebraska 50 0.0 0.1 0.4

Table 4.7

States Ranked by Sprawl Index



94

S P R A W L   A N D   I T S   C O N T R O L

Sprawl Index—Top 10 States

(1) Florida (6) Nevada

(2) Arizona (7) Colorado

(3) California (8) Maryland

(4) N. Carolina (9) Texas

(5) S. Carolina (10) Washington

A number of interesting relationships emerge from

this index. For example, Pennsylvania is 13th on the

list, ahead of Georgia (14th), New Jersey (16th), Vir-

ginia (21st), and Oregon (27th). Minnesota is 33rd

on the list and Connecticut is 43rd. The list reflects a

state’s share of national growth as well as the propor-

tion of that growth that represents sprawl.

Regions

On a regional basis, sprawl locations parallel growth

locations. As shown in Table 4.8, most of the future

overall household growth will take place in the South

(45.5 percent), followed by the West (33.5 percent),

the Midwest (14.7 percent) and the Northeast (6.3

percent). The same is true for sprawl. Most sprawl

will take place in the South (44.8 percent), followed

by the West (33.7 percent), the Midwest (14.0 per-

cent), and the Northeast (7.4 percent). Interestingly,

the Northeast has a higher share of sprawl growth

than it does overall growth. This is the only region

where this is true. The similarities of the overall re-

gional percentages clearly mask obvious differences

in growth versus sprawl percentages at the state and

Census-division levels.

The above findings confirm that, at the regional level,

significant sprawl is associated with significant

growth. Sprawl is a phenomenon that is associated

with the fastest-growing regions of the United States.

This clearly points out the reality that no region is

able to statistically contain its outward development.

For the most part, significant growth regions in the

United States are significant sprawl regions.

BEA EAs

Of the 172 BEA EAs in the United States, sprawl is

evident in 156, or about 90 percent. This comprises

approximately 742 counties or about five counties

per EA. On a regional basis, sprawl is most prevalent

in the South. It is found in 70 of 74, or 95 percent, of

the South’s EAs (see Table 4.8). All of the other re-

gions have about 88 percent of their EAs experienc-

ing sprawl. At the Census-division level, sprawl is

most prevalent in EAs (about 100 percent each) in

the South Atlantic, East North Central, and New En-

gland Divisions. The divisions with the least sprawl-

EAs with Sprawl EAs without Sprawl U.S. Total

Region and Division

Number of

EAs

Total

Counties in

EAs

Sprawl

Counties in

EAs

Number of

EAs

Total

Counties in

EAs Total EAs

Total

Counties in

EAs

Northeast 12 213 69 2 13 14 226

New England 4 57 20 0 0 4 57

Middle Atlantic 8 156 49 2 13 10 169

Midwest 45 1,009 194 6 72 51 1,081

East North Central 23 411 114 0 0 23 411

West North Central 22 598 80 6 72 28 670

South 70 1,321 347 4 39 74 1,360

South Atlantic 34 563 187 0 0 34 563

East South Central 13 312 68 1 10 14 322

West South Central 23 446 92 3 29 26 475

West 29 387 132 4 37 33 424

Mountain 18 265 71 2 26 20 291

Pacific 11 122 61 2 11 13 133

Total 156 2,930 742 16 161 172 3,091

Source: Center for Urban Policy Research, Rutgers University.

Table 4.8

Sprawl in EAs by Region
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ing EAs are the West North Central and the Middle

Atlantic.

The following EAs evidence the greatest amount of

sprawl (ordered by percentage of overall sprawl

household growth):

• Phoenix-Mesa, AZ-NM

• Los Angeles-Riverside, CA

• Miami-Fort Lauderdale, FL

• Washington-Baltimore, DC-MD

• Denver-Boulder-Greeley, CO

• Las Vegas, NV-AZ-UT

• Orlando, FL

• San Francisco-Oakland, CA

• Houston-Galveston-Brazoria, TX

• Atlanta, GA-AL-NC

• Seattle-Tacoma-Bremerton, WA

• Boston-Worcester-Lawrence-Lowell-Brockton,

MA

• New York-Northern NJ-Long Island, NY-NJ-CT-

PA-MA-VT

• Raleigh-Durham-Chapel Hill, NC

• Philadelphia-Wilmington-Atlantic City, PA-NJ-

DE-MD

• Nashville, TN-KY

• Tucson, AZ

• Portland-Salem, OR

• Chicago-Gary-Kenosha, IL-IN-WI

• Indianapolis, IN-IL

The above 20 of the 172 BEA EAs, consisting of 575

of the 3,091 counties, together comprise over one-

half (57 percent) of the sprawl growth in the United

States. Eight of these EAs are in the South and eight

are in the West; two are in the Northeast and two are

in the Midwest. These 20 areas also represent about

46 percent of the overall household growth of the

United States. They range in their contribution to na-

tional sprawl growth from 5.5 percent at the top to

1.4 percent at the bottom (see Table 4.9). Since they

are the largest sprawling EAs, their contributions to

sprawl growth are obviously larger than their contri-

butions to overall household growth. There is signifi-

cant variance in the amount of overall growth that is

sprawl. The Tucson, Las Vegas, and Phoenix EAs

have the highest sprawl shares, with close to 100 per-

cent of their growth as sprawl. The San Francisco,

Houston, Seattle, and Atlanta EAs have the lowest

percentages, with only about 40 percent of their over-

all household growth as sprawl. While these latter

lower percentages show that specific urban areas

(nonsprawl locations) in the West and South can en-

compass a reasonable amount of overall EA growth,

most of the EAs nationwide are dominated by growth

taking place primarily in sprawl locations.

Again, while there is similarity between the rankings

of significant sprawl-growth EAs and significant over-

all-growth EAs, their differences are also pronounced.

The Phoenix-Mesa, AZ-NM EA is the first most sig-

nificant sprawl-growth EA, yet the sixth most signifi-

cant EA in overall growth. The Miami-Fort Lauder-

dale EA is the third most significant sprawl-growth

EA, but the eighth most significant EA in overall

growth. The Denver, Boulder, Greeley, CO; Las Ve-

gas, NV-AZ-UT; and Orlando, FL EAs are the 5th,

6th, and 7th EAs in sprawl growth, yet the 10th, 14th,

and 11th EAs, respectively, in overall growth. Tuc-

son, AZ is the 17th EA in sprawl growth, yet the 32nd

EA in overall growth. At the other extreme, the Dal-

las-Fort Worth EA is the 21st most significant EA in

sprawl growth but only the second most significant

EA in overall growth. The San Francisco-Oakland EA

is the 8th most significant EA in sprawl growth, yet

the third EA in overall growth. The Atlanta, GA-AL-

NC EA is the 10th most significant in sprawl growth,

yet the 4th most significant EA in overall growth. EAs

also can be ranked according to a sprawl index that

combines both sprawl and overall household growth.

The same sprawl index used for the states is used for
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the EAs: sprawl household growth divided by total

household growth, then multiplied by sprawl house-

hold growth. Again, the index is sensitive to the over-

all amount of growth an EA contributes to overall

growth as well as the share of overall growth that is

sprawl. Table 4.10 provides a listing of the EAs evi-

dencing the greatest sprawl according to this index.

The top ten, in descending order, are as follows:

EA Name* 

(Code #)

No. of

Counties

Sprawl

Growth

Rank

Total

Growth

Rank

2000–2025

Household

Growth in

Sprawl

Counties

2000–2025

Household

Growth in

All Counties

Percentage

of U.S.

Household

Growth

Designated

as Sprawl

(%)

Percentage

of All U.S.

Household

Growth (%)

Percentage

of County

Growth

Designated

as Sprawl

(%)

Phoenix-Mesa (158) 8 1 6 715,750 725,011 5.5 3.1 98.7

Los Angeles-River. (160) 10 2 1 640,142 1,160,231 4.9 2.9 55.2

Miami-Fort Laud.(31) 10 3 8 547,741 678,757 4.2 1.8 80.7

Washington-Balt. (13) 52 4 5 459,204 794,409 3.5 4.9 57.8

Denver-Boulder (141) 49 5 10 437,473 636,246 3.3 2.7 68.8

Las Vegas (153) 11 6 14 422,883 424,361 3.2 2.6 99.7

Orlando (30) 13 7 11 415,559 614,319 3.2 3.4 67.7

San Francisco (163) 22 8 3 347,522 797,268 2.7 1.1 43.6

Houston-Galveston (131) 38 9 7 299,110 724,754 2.3 1.1 41.3

Atlanta (40) 67 10 4 298,464 795,581 2.3 0.9 37.5

Seattle-Tacoma (170) 15 11 9 271,813 644,295 2.1 1.3 42.2

Boston-Worcester (3) 29 12 13 251,724 437,445 1.9 1.3 57.5

NY-Northern NJ (10) 58 13 22 244,512 309,525 1.9 3.4 79.0

Raleigh-Durham (19) 18 14 27 239,539 257,037 1.8 1.9 93.2

Philadelphia-Wil. (12) 18 15 26 238,264 264,970 1.8 0.7 89.9

Nashville (71) 54 16 23 222,123 305,503 1.7 3.1 72.7

Tucson  (159) 3 17 32 203,936 203,936 1.6 0.5 100.0

Portland-Salem (167) 24 18 16 203,759 401,739 1.6 2.7 50.7

Chicago-Gary-Ken. (64) 30 19 15 200,698 405,854 1.5 0.6 49.5

Indianapolis (67) 45 20 24 181,356 293,208 1.4 1.3 61.9

Dallas-Fort Worth (127) 77 21 2 178,517 925,006 1.4 3.4 19.3

Jacksonville (29) 27 22 25 168,103 281,343 1.3 0.5 59.8

Tampa-St. Peters. (34) 4 23 19 155,619 379,561 1.2 0.7 41.0

Sacramento-Yolo (164) 11 24 21 154,234 339,517 1.2 1.7 45.4

Cincinnati-Hamilton (49) 22 25 33 142,683 200,233 1.1 0.5 71.3

Columbia (98) 11 26 40 142,047 159,239 1.1 0.9 89.2

Sarasota-Bradenton (33) 4 27 35 133,742 171,550 1.0 1.2 78.0

Minneapolis (107) 70 28 17 131,694 399,604 1.0 1.7 33.0

Greensboro-Win.(18) 18 29 42 130,698 151,432 1.0 0.4 86.3

Fort Myers-Cape C. (32) 2 30 52 122,179 122,179 1.0 0.6 100.0

Source: Center for Urban Policy Research, Rutgers University.

* Abbreviated for space.

Table 4.9

Sprawl Growth Compared with Overall Growth in EAs

(Top 30 EAs)

Sprawl Index—Top 10 EAs

(1) Phoenix-Mesa, AZ-NM

(2) Miami-Fort Lauderdale, FL

(3) Las Vegas, NV-AZ-UT

(4) Los Angeles-Riverside-Orange, CA-AZ

(5) Denver-Boulder-Greeley, CO-KS-NE

(6) Orlando, FL

(7) Washington-Balimore, DC-MD-VA-WV-PA

(8) Raleigh-Durham-Chapel Hill, NC

(9) Philadelphia-Wilm.-Atl. C., PA-NJ-DE-MD

(10) Tucson, AZ
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County Level

Of the 742 counties evidencing sprawl growth, about

one-half (247) are in the South, 26 percent (194) are

in the Midwest, 18 percent (132) are in the West, and

9 percent (69) are in the Northeast (Tables 4.11 and

4.12). At the Census-division level most of the sprawl

counties are located in the South Atlantic Division

followed by counties in the East North Central Divi-

sion (see Table 4.11).

What are the most significant sprawl counties in the

United States? As shown in Table 4.13, 11 sprawl

counties represent 20 percent of national sprawl

growth; 30 sprawl counties represent nearly one-third

of national sprawl growth. Table 4.13 lists the top

30 counties in order of their contribution to national

sprawl. Of the 30 counties, 16 are in the West, 13 are

in the South, one is in the Midwest, and none are in

the Northeast. None of the sprawl counties have a

density that qualifies that county as an urban center

or an urban county. Similarly, few major cities in

sprawl counties dominate; i.e., few cities account for

more than one-half of host county growth.

The top 30 counties’ contributions to sprawl house-

hold growth vary from 5 percent at the top to about

0.5 percent at the bottom. One hundred counties con-

EA Name Rank

Sprawl

Index

Percentage of

U.S. Household

Growth

Designated as

Sprawl (%)

Percentage

of All U.S.

Household

Growth (%)

Phoenix-Mesa, AZ-NM 1 9.6 5.5 3.1

Miami-Fort Lauderdale, FL 2 6.0 4.2 2.9

Las Vegas, NV-AZ-UT 3 5.7 3.2 1.8

Los Angeles-Riverside-Orange, CA-AZ 4 4.8 4.9 4.9

Denver-Boulder-Greeley, CO-KS-NE 5 4.1 3.3 2.7

Orlando, FL 6 3.8 3.2 2.6

Washington-Baltimore, DC-MD-VA-WV-PA 7 3.6 3.5 3.4

Raleigh-Durham-Chapel Hill, NC 8 3.0 1.8 1.1

Philadelphia-Wilmington-Atlantic City, PA-NJ-DE-MD 9 2.9 1.8 1.1

Tucson, AZ 10 2.8 1.6 0.9

New York-Northern New Jersey-Long Island, NY-NJ-CT-PA-MA-VT 11 2.6 1.9 1.3

Nashville, TN-KY 12 2.2 1.7 1.3

San Francisco-Oakland-San Jose, CA 13 2.1 2.7 3.4

Boston-Worcester-Lawrence-Lowell-Brockton, MA-NH-RI-VT 14 2.0 1.9 1.9

Columbia, SC 15 1.7 1.1 0.7

Houston-Galveston-Brazoria, TX 16 1.7 2.3 3.1

Fort Myers-Cape Coral, FL 17 1.7 0.9 0.5

Seattle-Tacoma-Bremerton, WA 18 1.6 2.1 2.7

Greensboro-Winston-Salem-High Point, NC-VA 19 1.5 1.0 0.6

Indianapolis, IN-IL 20 1.5 1.4 1.3

Atlanta, GA-AL-NC 21 1.5 2.3 3.4

Anchorage, AK 22 1.5 0.9 0.5

Sarasota-Bradenton, FL 23 1.4 1.0 0.7

Portland-Salem, OR-WA 24 1.4 1.6 1.7

Greenville-Spartanburg-Anderson, SC-NC 25 1.4 0.9 0.5

Cincinnati-Hamilton, OH-KY-IN 26 1.4 1.1 0.9

Jacksonville, FL-GA 27 1.4 1.3 1.2

Chicago-Gary-Kenosha, IL-IN-WI 28 1.4 1.5 1.7

Charleston-North Charleston, SC 29 1.2 0.7 0.4

Wilmington, NC-SC 30 1.2 0.8 0.6

Source: Center for Urban Policy Research, Rutgers University.

Table 4.10

EAs Ranked by Sprawl Index

(Top 30 EAs)
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tribute to 50 percent of national sprawl household

growth; 300 counties contribute to three-quarters of

national sprawl household growth. Ten percent of the

nation’s counties contribute to three-quarters of na-

tional sprawl household growth.

Again, while there is correspondence between sprawl

household growth counties and total household

growth counties, it is far from a one-to-one corre-

spondence. Riverside, California, is the fourth most

significant sprawl county, but the 10th most signifi-

cant overall growth county. Clackamas, Oregon, is

the 26th most significant sprawl-growth county, but

the 65th most significant overall-growth county.

A sprawl index also can be applied to counties and a

ranking of counties developed. Again, the index is a

composite of a county’s contribution that is sprawl

household growth. The index is the share of sprawl

growth divided by the share of total household growth

times the share of sprawl household growth. The top

30 sprawl counties are listed in Table 4.13. The top

20 are as follows:

Division Nonsprawl

Decreasing

Sprawl

Sustained

Sprawl

Growing

Sprawl Total

Northeast

New England 37 8 9 3 57

Middle Atlantic 120 19 25 5 169

Subtotal 157 27 34 8 226

South

South Atlantic 376 52 111 24 563

East South Central 254 15 42 11 322

West South Central 383 17 56 19 475

Subtotal 1,013 84 209 54 1,360

Midwest

East North Central 297 29 58 27 411

West North Central 590 18 44 18 670

Subtotal 887 47 102 45 1,081

West

Mountain 220 10 41 20 291

Pacific 72 9 45 7 133

Subtotal 292 19 86 27 424

Total 2,349 177 431 134 3,091

Source: Center for Urban Policy Research, Rutgers University.

Region

Sprawl

Counties

Nonsprawl

Counties Total

Percentage of Total

Regional Sprawl

(%)

Percentage of Total

National Sprawl

(%)

Northeast 69 157 226 30.5 9.3

Midwest 194 887 1,081 17.9 26.1

South 347 1,013 1,360 25.5 46.8

West 132 292 424 31.1 17.8

Total/Avg. 742 2,349 3,091 24.0 100.0

Source: Center for Urban Policy Research, Rutgers University.

Table 4.11

Sprawl Counties by Census Region and Division

Table 4.12

Sprawl Counties: Percentage of Regional and National Sprawl
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CONTROLLING SPRAWL IN THE

UNITED STATES

The Controlled-Growth Scenario

In a region—i.e., an EA or a metropolitan area—jobs,

residences, and retailing are drawn together by fre-

quent interactions between them. These amount to

work trips and shopping trips from the residence; the

lengths of these trips in various directions determine

the extent of physical land area in an EA. Usually,

Rank County

1990

Households

(#)

1980–1990

Household

Growth

(%)

Percentage

of U.S.

Sprawl

2000–2025 Major City

1990

Households

(#)

1980–1990

Household

Growth

(%)

1 Maricopa, AZ 807,560 48.2 5.06 Phoenix, AZ 369,921 29.9

2 Clark, NV 287,025 65.1 2.69 Las Vegas, NV 99,735 60.5

3 Palm Beach, FL 365,558 56.0 1.77 West Palm Beach, FL 28,787 8.3

4 Riverside, CA 402,067 65.5 1.72 Riverside, CA 75,463 23.8

5 Broward, FL 528,442 26.6 1.69 Ft. Lauderdale, FL 66,440 -1.7

6 San Bernardino, CA 464,737 50.6 1.64 San Bernardino, CA 54,482 27.2

7 Pima, AZ 261,792 37.8 1.40 Tucson, AZ 162,685 29.9

8 Arapahoe, CO 154,710 45.9 1.14 Littleton, CO 13,905 30.7

9 Wake, NC 165,743 55.6 1.10 Raleigh, NC 85,822 56.5

10 Seminole, FL 107,657 70.2 0.95 Sanford, FL 12,119 45.1

11 Snohomish, WA 171,713 42.3 0.88 Everett, WA 28,679 28.3

12 Pasco, FL 121,674 49.6 0.79 Dade City, FL 1,353 -35.6

13 Fort Bend, TX 70,424 76.8 0.79 Rosenberg, TX 6,428 14.3

14 Montgomery, TX 63,563 53.2 0.76 Conroe, TX 10,016 50.4

15 Manatee, FL 91,060 46.9 0.70 Bradenton, FL 18,871 52.6

16 El Paso, CO 146,965 36.3 0.69 Colorado Springs, CO 110,862 36.5

17 Utah, UT 70,168 19.9 0.65 Provo, UT 23,805 18.5

18 Solano, CA 113,429 41.0 0.63 Fairfield, CA 25,425 38.1

19 Lexington-Fayette, KY* 61,633 29.4 0.62 Lexington-Fayette, KY* 61,633

20 Lee, FL 140,124 69.8 0.61 Ft. Meyers, FL 18,144 25.9

21 Williamson, TX 48,792 95.7 0.60 Taylor, TX 29,381 12.9

22 Clark, WA 88,440 28.6 0.54 Vancouver, WA 20,138 7.1

23 Ventura, CA 217,298 25.8 0.52 Oxnard, CA 39,302 18.8

24 Anchorage, AK* 82,702 36.8 0.52 Anchorage, AK 82,702 36.8

25 Montgomery, MD 282,228 36.2 0.51 Rockville, MD 15,660 8.7

26 Clackamas, OR 104,180 22.5 0.50 Portland (part of), OR 187,268 17.9

27 Placer, CA 64,330 49.6 0.49 Roseville, CA 16,606 81.2

28 Sonoma, CA 149,540 29.8 0.49 Santa Rosa, CA 45,708 31.5

29 Greenville, SC 123,650 20.7 0.48 Greenville, SC 24,101 8.7

30 Butler, OH 104,830 18.7 0.46 Hamilton, OH 23,992 0.8

Sources: Projection data from Woods & Poole (1998). Data interpretation by the Center for Urban Policy Research, Rutgers University.

* City-county government.

Sprawl Index—Top 20 Counties

(1) Maricopa, AZ (11) Snohomish, WA

(2) Clark, NV (12) Pasco, FL

(3) Palm Beach, FL (13) Fort Bend, TX

(4) Riverside, CA (14) Montgomery, TX

(5) Broward, FL (15) Manatee, FL

(6) San Bernardino, CA (16) El Paso, CO

(7) Pima, AZ (17) Utah, UT

(8) Arapahoe, CO (18) Solano, CA

(9) Wake, NC (19) Lexington, SC

(10) Seminole, FL (20) Lee, FL

Table 4.13

Counties Ranked by Sprawl Index

(Top 30 Counties)
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this land area is made up of 10 to 20 counties of county

types from urban to rural.

In order to alter the pattern of development, controls

and incentives can be employed that would place

bounds on where growth would take place. Controls

have multiple dimensions: one involves the control

of development between counties (intercounty); an-

other involves the control of development within

counties (intracounty).

There are two primary means of controlling develop-

ment in a region. The first is to limit the amount of

growth taking place in the outer counties by redirect-

ing it to inner counties. This is accomplished by draw-

ing an urban growth boundary or an urban service

area around the inner counties and allowing only a

portion of the growth to go to the outer counties. This

controls intercounty sprawl development. A second

method of controlling sprawl is by limiting the out-

ward movement of growth in a single county. This

controls intracounty sprawl. This is accomplished by

using techniques similar to those used to control in-

tercounty sprawl, but growth is kept within a single

county. A boundary is drawn around the existing con-

centration of growth in a county. The rest of the county

is “protected” from development by limiting the

amount of growth allowed to occur there.

In the analyses described in subsequent stages of the

study, both intercounty and intracounty methods of

sprawl control will be assumed to be in effect, and

their impacts will be measured. The discussion that

follows in this chapter focuses primarily on inter-

county control of development. Controlling sprawl

means keeping a significant share of development in

already developed counties or as close to already

developed counties as possible. The controlled-

growth scenario allows growth to take place in the

outer counties of an EA, but a significant measure of

growth is kept closer in; i.e., closer to more centrally

located urban and nonsprawling suburban counties

near the economic nodes of an EA. This happens in

two ways. One component of growth is kept within

developed suburban counties and rural center coun-

ties that grew in the past. Another component of

growth is redirected to urban center and urban coun-

ties on infill and redevelopment sites in those coun-

ties. Thus, one component of growth is allowed to

take place in already sprawled, close-in suburban or

growth-center rural counties; another component of

growth is redirected to core locations; and a reduced

component of growth is allowed to continue to rural

C
o
u
rt

es
y
 o

f 
C

. 
G

al
le

y



101

and undeveloped locations. This is the controlled- or

smart-growth scenario. The next several subsections

describe the methods used to achieve such growth

direction and the degree to which this procedure is

successful in controlling sprawl.

Definition of Controlled Growth

Sprawl is curtailed in the controlled-growth scenario

by redirecting growth from fast-growth rural, unde-

veloped, and developing suburban counties to urban,

urban center, rural center, and developed suburban

counties. In the last case, suburban counties are al-

lowed to take growth only if they are large, estab-

lished counties that are projected to exhibit low-

growth or declining growth patterns in the future.

Growth is removed from fast-growth, rural, undevel-

oped, and developing suburban counties to signifi-

cantly reduce both their rates of growth and their ab-

solute growth increments. For empirical purposes, this

is defined as placing them below 75 percent of the

sprawl threshold. Growth in excess of 75 percent of

this threshold is redirected from sprawling undevel-

oped counties in the EA to nonsprawling, developed

counties in the same EA.2  This reduces sprawl growth

in relatively undeveloped counties to at least 75 per-

cent of the growth that would have occurred under

the uncontrolled-growth scenario.

The redirection objective is to significantly reduce

sprawl in all nonurban locations by 25 percent or more

from their uncontrolled-growth thresholds. However,

receiving counties (primarily urban center, urban, or

developed suburban) also must remain below the

sprawl thresholds. Receiving counties within an EA

can accept household or employment growth only

until they reach 75 percent of their upper-quartile

growth rate limits. A suburban or rural center county,

depending on its current level of growth, can be ei-

ther shielded from growth because it is a growing

county or the recipient of growth because it is a mostly

developed county, ripe for redevelopment.

A further consideration relative to urban areas in some

Census divisions (New England, Middle Atlantic, and

East North Central) is also modeled. Urban and ur-

ban center counties that consume growth in these ar-

eas can receive additional households and jobs only

until their growth rate has increased by one-quarter.

This prevents excessive growth from being sent to

these locations, which would be unlikely, under cur-

rent and near-future market conditions, given the lev-

els of urban distress that might be found there.

Control of Sprawl—Nationwide

Table 4.14 summarizes the gross results of the con-

trolled-growth scenario. After redirection, 420 (55 per-

cent) of the 742 counties exhibiting significant sprawl

can be designated as controlled-sprawl counties. This

Designation # Counties

Decreasing Sprawl 26

Sustained Sprawl 220

Growing Sprawl 76

Remaining Uncontrolled 322

Controlled Sprawl 420

Source: Center for Urban Policy Research, Rutgers

University
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Table 4.14

Incidence of Sprawl under

Controlled Growth

2 The control threshold is 75 percent of the selection

threshold. This actually reduces growth in these counties

to between 25 percent and 80 percent of household growth.



102

S P R A W L   A N D   I T S   C O N T R O L

means that their growth rates have been reduced suf-

ficiently to render them nonsprawl locations. Thus,

at the intercounty scale, enough growth has been di-

verted inward to reduce significantly the growth pres-

sure on approximately 420 outer locations.

Results of the redirected growth are further presented

in Figure 4.2. The sprawling counties whose growth

rates could not be tempered are scattered throughout

the country in EAs where there are no viable receiv-

ing counties to take additional growth without trans-

forming themselves to a sprawling condition. These

locations are typically found in traditionally growing

states of the Southeast or the West, or in newly grow-

ing states of the Southwest where no population or

employment centers are able to accommodate the fu-

ture sprawl that could be redirected.

Control of Sprawl—by County Type

Table 4.15 shows the breakdown of sprawling and

nonsprawling counties by county development type

under controlled growth. Eighty-five percent of the

counties where sprawl can be controlled are rural and

undeveloped counties. The remaining 15 percent are

suburban and rural center counties. No sprawl con-

trol can occur in urban center and urban counties, as

those counties, by definition, are developed suffi-

ciently that their growth is not sprawling.

Households and jobs are also redirected in

nonsprawling counties that approach, but do not yet

reach, the sprawl limit (see Table 4.16). This is done

to prevent a whole new array of “almost sprawl” coun-

ties from materializing after the sprawl counties are

controlled to 75 percent of their former sprawl level.

Designation

Rural and

Undeveloped

Suburban and

Rural Center

Urban Center and

Urban Total

Nonsprawl 2,128 121 100 2,349

Decreasing Sprawl 19 7 0 26

Sustained Sprawl 166 54  0 220

Growing Sprawl 57 19 0 76

Controlled Sprawl 356 64 0 420

Total 2,726 265 100 3,091

Source: Center for Urban Policy Research, Rutgers University.

Scenario

Rural and

Undeveloped

Suburban and

Rural Center Total

Uncontrolled Growth 177 72 249

Controlled Growth 33 26 59

Decrease 144 46 190

Source: Center for Urban Policy Research, Rutgers University.

Table 4.15

Sprawl by County Type under Controlled Growth

Table 4.16

Counties Approaching Sprawl under Uncontrolled and Controlled Growth

(Growth Rates between 75 Percent and 100 Percent of the Sprawl Thresholds)
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There are 249 nonurban counties with future growth

over 75 percent of the sprawl threshold but less than

the actual sprawl threshold. In the controlled-growth

scenario, the growth in 190 of these counties is

brought below the 75 percent threshold under the re-

direction policy. In summary, limiting growth to no

greater than 75 percent of the sprawl threshold pro-

vides benefits to a total of 190 additional decreasing-

sprawl counties and almost-sprawling counties—144

in rural and undeveloped counties and 46 in subur-

ban and rural center counties.

Control of Sprawl—by Sprawl Type

Originally, 742 of the national total of 3,091 coun-

ties exhibited significant sprawl. Of these, sprawl can

be controlled in 420. Approximately 320 counties re-

main where sprawl cannot be controlled. Table 4.17

shows the breakdown of uncontrolled- and controlled-

sprawl counties by type of sprawl. The various means

to control sprawl discussed above are successful in

controlling 211 of the 431 sustained-sprawl locations,

58 of 134 growing-sprawl locations, and 151 of 177

decreasing-sprawl locations.3

Thus, holding back the movement of development

outward and redirecting this growth inward is suc-

cessful in limiting sustained sprawl in 49 percent of

the instances, limiting growing sprawl in 43 percent

of the instances, and further limiting growth in de-

creasing-sprawl locations in 85 percent of the in-

stances.

Clearly, the greatest numerical inroads to controlling

sprawl are those undertaken for locations where

sprawl is likely to be sustained into the future. Close

to half of the sprawl that is controllable takes place in

counties with sustained sprawl. The next most sig-

nificant numerical benefit comes from controlling

sprawl in locations where sprawl is likely to be de-

creasing (see Table 4.18). These are areas where de-

velopment is already cooling off and, in fact, repre-

sent a substantial share of the cases between

75 percent and 100 percent of the sprawl threshold.

Measures of control are very effective in this category

of sprawl. The category of sprawl wherein controls

have the least numerical effect is the one categorized

as increasing sprawl. These are sites in the South and

West where sprawl is just beginning, but significantly

so, and in locations where few already developed lo-

cations (urban center, urban, and suburban counties)

exist to redirect this growth. Sprawl in these loca-

tions usually cannot be redirected.

Control of Sprawl—by Number

Table 4.19 summarizes the number of households and

jobs by the region to which they were redirected un-

der a controlled-growth scenario. The West and the

South, by far, have the largest numbers of households

likely to be redirected to more central locations as

part of a controlled-growth scenario. In both cases,

about one million households are redirected inward,

representing 12 percent and 11 percent of overall

household growth. About one-quarter of this level of

redirection of households is found in the Midwest

(298,000 households) and in the Northeast (210,000

households). In these latter regions, this represents,

respectively, a redirection of 12 percent and 14 per-

cent of household growth toward more central areas.

The West and South also have the largest numbers of

jobs that are redirected close-in, 1.3 million and

915,000 jobs, respectively. This represents nearly

10 percent and 5 percent of all jobs in these regions.

The Midwest and the Northeast each have approxi-

Sprawl

Category Uncontrolled Controlled Remaining

Sustained 431 211 220

Growing 134 58 76

Decreasing 177 151 26

Total 742 420 322

Source: Center for Urban Policy Research, Rutgers University

3 Decreasing-sprawl locations are sprawl counties where

the market is cooling due in part to the leapfrogging of

development to other counties.

Table 4.17

Control of Sprawl Counties by Sprawl Type
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mately 450,000 jobs redirected. That amounts to one-

third to one-half of the number of jobs redirected in

the West and South regions. The redirection repre-

sents 4 percent and 7 percent of all job growth in the

Midwest and Northeast regions.

Control of Sprawl—by Region

Table 4.20 shows that, on a regional basis, nearly half

(192) of the counties where sprawl can be controlled

are in the South, approximately one-quarter (121) are

in the Midwest, and one-eighth each are in the West

Variable Northeast South Midwest West Total

Households

Projected Growth (#, in 000s) 1,476 10,664 3,450 7,865 23,454

Redirected (#, in 000s)

Percentage Redirected (%)

210

14.2

1,138

10.7

298

8.6

915

11.6

2,561

10.9

Population

Projected Growth (#, in 000s) 3,629 27,300 8,668 21,130 60,727

Redirected (#, in 000s)

Percentage Redirected (%)

539

14.9

2,959

10.3

804

9.3

2,572

12.2

6,875

11.3

Jobs

Projected Growth (#, in 000s) 6,049 19,022 10,457 13,890 49,418

Redirected (#, in 000s)

Percentage Redirected (%)

422

7.0

915

4.8

462

4.4

1,338

9.6

3,137

6.3

Source: Center for Urban Policy Research, Rutgers University.

Table 4.18

Controlled Growth: Household, Population, and Employment

Redirection Summary by County Type

Table 4.19

Controlled Growth: Household, Population, and Employment

Redirection Summary by Region

Undeveloped

and Rural

Counties

Rural Center and

Suburban Counties

Urban and

Urban Center

Counties

Variable

Redirect

From

Redirect

From

Redirect

To Redirect To Total

Households

Adjusted Projected Growth (#, in 000s) 8,829 9,329 5,296 23,454

Redirected (#, in 000s)

Percentage Redirected (%)

2,078

23.5

482

5.2

730

7.8

1,830

34.6

2,5610

10.9

Population

Adjusted Projected Growth (#, in 000s) 24,586 22,524 13,617 60,727

Redirected (#, in 000s)

Percentage Redirected (%)

5,585

22.7

1,289

5.7

1,867

8.3

5,008

36.8

6,875

11.3

Jobs

Adjusted Projected Growth (#, in 000s) 15,491 17,315 16,612 49,418

Redirected (#, in 000s)

Percentage Redirected (%)

2,366

15.3

771

4.5

623

3.6

2,514

15.1

3,137

6.3

Source: Center for Urban Policy Research, Rutgers University.
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(60) and Northeast (47). Measures used to control

sprawl are successful in nearly 70 percent of the

sprawl-growth counties in the Northeast, 60 percent

of the sprawl-growth counties in the Midwest, 55 per-

cent of the sprawl-growth counties in the South and

45 percent of the sprawl-growth counties in the West.

This information is also presented by Census divi-

sion in Table 4.21

Control of Sprawl—by State

Table 4.22 displays both the remaining incidence of

sprawl and the ability to control sprawl by individual

state. Numerically, the greatest number of counties

where sprawl can be controlled are in the states where

growth is in evidence and where large numbers of

counties as units of local government exist. These are

Georgia, Texas, and Virginia, wherein 32, 30, and

26 counties, respectively, have their sprawl controlled.

These are all states that have in excess of 100 coun-

ties; Texas has over 250. The following states, each

with an average number of counties, exhibit controlled

sprawl in 15 to 20 counties: Indiana (18), Ohio (17),

North Carolina (16), California (15), Florida (15),

Tennessee (15), Missouri (15), and Michigan (15).

Finally, locations with a relatively high level of con-

trolled sprawl for the number of counties that exhibit

sprawl are Minnesota (14), Illinois (13), Colorado

(12), Maryland (12), Kentucky (11), Pennsylvania

(11), Wisconsin (10), Arkansas (10), and Washing-

ton (10).

How much household growth is actually being con-

trolled in the states listed above and other states na-

tionwide? Is the 75 percent threshold truly a mean-

ingful control? Tables 4.23 and 4.24 show both the

percentage and numerical amounts of households that

are redirected from primarily rural and undeveloped

Census

Region Uncontrolled Controlled Remaining

Northeast 69 47 22

South 347 192 155

Midwest 194 121 73

West 132 60 72

Total 742 420 322

Source: Center for Urban Policy Research, Rutgers University.

Remaining Sprawl

Division Decreasing Sustained Growing

Controlled

Sprawl Grand Total

Northeast

New England 1 6 2 11 20

Middle Atlantic 3 6 4 36 49

Subtotal 4 12 6 47 69

South

South Atlantic 12 57 14 104 187

East South Central 1 26 6 35 68

West South Central 1 29 9 53 92

Subtotal 14 112 29 192 347

Midwest

East North Central 3 25 14 72 114

West North Central 0 20 11 49 80

Subtotal 4 45 25 121 194

West

Mountain 2 29 13 27 71

Pacific 3 22 3 33 61

Subtotal 5 51 16 60 132

Total 26 220 76 420 742

Source: Center for Urban Policy Research, Rutgers University.

Table 4.20

Control of Sprawl Counties by Location

Table 4.21

Controlled Growth: Sprawl by Region and Census Division
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Remaining Uncontrolled Sprawl

State

Non-

Sprawl Decreasing Growing Sustained
Controlled

Sprawl Total

Alabama 49 0 0 9 9 67

Alaska 6 0 0 3 2 11

Arizona 4 2 2 5 1 14

Arkansas 61 0 1 3 10 75

California 28 2 2 11 15 58

Colorado 43 0 3 5 12 63

Connecticut 4 1 0 0 3 8

Delaware 1 0 0 1 1 3

Florida 31 2 2 17 15 67

Georgia 116 1 4 6 32 159

Hawaii 2 0 0 1 1 4

Idaho 38 0 1 4 1 44

Illinois 87 0 1 1 13 102

Indiana 62 0 3 9 18 92

Iowa 93 0 3 1 2 99

Kansas 98 0 0 2 5 105

Kentucky 100 0 3 6 11 120

Louisiana 52 0 2 4 6 64

Maine 10 0 1 2 3 16

Maryland 10 1 0 1 12 24

Massachusetts 11 0 0 1 2 14

Michigan 59 2 5 2 15 83

Minnesota 69 0 3 1 14 87

Mississippi 67 1 1 6 7 85

Missouri 91 0 2 7 15 115

Montana 49 0 1 5 1 56

Nebraska 88 0 1 1 3 93

Nevada 11 0 0 1 5 17

New Hampshire 4 1 0 1 4 10

New Jersey 12 0 0 0 9 21

New Mexico 24 0 2 4 2 32

New York 48 1 2 2 9 62

North Carolina 59 8 4 13 16 100

North Dakota 50 0 0 3 0 53

Ohio 61 0 4 6 17 88

Oklahoma 65 0 1 5 6 77

Oregon 27 0 0 3 6 36

Pennsylvania 48 1 3 4 11 67

Rhode Island 3 0 0 0 2 5

South Carolina 30 0 1 12 3 46

South Dakota 58 0 1 5 2 66

Tennessee 69 0 1 10 15 95

Texas 201 1 5 17 30 254

Utah 23 0 1 2 3 29

Vermont 11 0 0 2 1 14

Virginia 76 0 1 2 26 105

Washington 22 1 1 5 10 39

West Virginia 47 0 4 1 3 55

Wisconsin 53 1 1 6 10 71

Wyoming 17 0 3 2 1 23

Total 2,349 26 76 220 420 3,091

Source: Center for Urban Policy Research, Rutgers University.

Table 4.22

County Sprawl Status by State—Controlled Growth
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State Households Shifted

Shifted Households as

Percentage of Sprawl

Growth (%) Sprawl Growth

Hawaii 46,644 60.71 76,837

West Virginia 17,222 50.61 34,032

California 556,602 45.58 1,221,059

Rhode Island 15,046 40.66 37,002

Maryland 136,532 39.07 349,474

Virginia 106,586 37.04 287,747

New Hampshire 38,102 34.47 110,521
Georgia 151,619 33.91 447,186

Oregon 61,477 32.69 188,048

Minnesota 41,821 29.62 141,207

Utah 43,588 26.57 164,049

Massachusetts 26,975 25.89 104,201

Delaware 9,451 25.24 37,445

Texas 195,462 24.15 809,213

Pennsylvania 59,588 23.78 250,533

Tennessee 81,224 23.78 341,558

Illinois 41,517 22.47 184,764

Louisiana 31,523 22.26 141,616

Oklahoma 17,997 21.84 82,408

Arkansas 24,169 21.31 113,389

Colorado 94,268 20.40 462,203

New Jersey 38,976 19.01 204,989

Kentucky 20,110 18.83 106,811

Alabama 55,056 18.54 296,901

New Mexico 27,384 17.28 158,493

Florida 284,068 16.90 1,681,350
Missouri 39,973 16.46 242,836

Indiana 46,208 15.99 288,901

Wisconsin 33,220 14.02 236,905

Ohio 41,529 13.83 300,371

New York 16,313 13.42 121,576

Michigan 33,614 13.28 253,060

Washington 58,693 13.00 451,562

Kansas 2,478 11.12 22,287

Nebraska 765 7.53 10,151

Mississippi 9,384 6.89 136,270

Wyoming 1,573 5.22 30,150

South Carolina 18,524 3.96 467,982

Nevada 13,296 3.38 392,899

Maine 2,347 3.37 69,620

North Carolina 8,270 1.33 622,361

Idaho 958 1.32 72,400

Arizona 10,445 1.02 1,024,588

Alaska – – 111,059

Connecticut – – 23,214
Iowa – – 46,018

Montana – – 75,860

North Dakota – – 24,578

South Dakota – – 50,056

Vermont 25,331

Top 20 States 1,703,140 33.25 5,122,289

United States 2,560,592 19.50 13,133,071

Source: Center for Urban Policy Research, Rutgers University.

Table 4.23

Controlled Growth: States by Percentage Reduction in Household Growth
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State Households Shifted

Shifted Households as

Percentage of Sprawl

Growth (%) Sprawl Growth

California 556,602 45.58 1,221,059

Florida 284,068 16.90 1,681,350

Texas 195,457 24.15 809,213

Georgia 151,619 33.91 447,186

Maryland 136,532 39.07 349,474

Virginia 106,586 37.04 287,747

Colorado 94,268 20.40 462,203

Tennessee 81,224 23.78 341,558

Oregon 61,477 32.69 188,048

Pennsylvania 59,588 23.78 250,533

Washington 58,693 13.00 451,562

Alabama 55,056 18.54 296,901

Hawaii 46,644 60.71 76,837

Indiana 46,208 15.99 288,901

Utah 43,588 26.57 164,049

Minnesota 41,821 29.62 141,207

Ohio 41,529 13.83 300,371

Illinois 41,517 22.47 184,764

Missouri 39,973 16.46 242,836

New Jersey 38,976 19.01 204,989

New Hampshire 38,102 34.47 110,521

Michigan 33,614 13.28 253,060

Wisconsin 33,220 14.02 236,905

Louisiana 31,523 22.26 141,616

New Mexico 27,384 17.28 158,493

Massachusetts 26,975 25.89 104,201

Arkansas 24,169 21.31 113,389

Kentucky 20,110 18.83 106,811

South Carolina 18,524 3.96 467,982

Oklahoma 17,997 21.84 82,408

West Virginia 17,222 50.61 34,032

New York 16,313 13.42 121,576

Rhode Island 15,046 40.66 37,002

Nevada 13,296 3.38 392,899

Arizona 10,445 1.02 1,024,588

Delaware 9,451 25.24 37,445

Mississippi 9,384 6.89 136,270

North Carolina 8,270 1.33 622,361

Kansas 2,478 11.12 22,287

Maine 2,347 3.37 69,620

Wyoming 1,573 5.22 30,150

Idaho 958 1.32 72,400

Nebraska 765 7.53 10,151

Alaska – – 111,059

Connecticut – – 23,214

Iowa – – 46,018

Montana – – 75,860

North Dakota – – 24,578

South Dakota – – 50,056

Vermont – – 25,331

Top 20 States 2,181,426 26.00 8,390,788

United States 2,560,592 19.50 13,133,071

Source: Center for Urban Policy Research, Rutgers University.

Table 4.24

Controlled Growth: States by Numerical Reduction in Household Growth
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to urban and urban center counties within a specific

state. The percentage listing shows Hawaii, West Vir-

ginia, California, and Rhode Island as capable of re-

directing, in descending order, from 60 percent to

40 percent of their future household growth in rural

and undeveloped locations to more urban locations.

The numerical listing is similarly illustrative. Cali-

fornia, Florida, Texas, Georgia, Maryland, and Vir-

ginia can redirect in descending order from 560,000

to 100,000 households over the period 2000 to 2025

to more urban locations. To place California’s redi-

rection in perspective, the state will grow by three

million households in the projected future. The top

10 states in each of these categories are listed below.

EA Households Shifted

Shifted Households

as Percentage of

Sprawl Growth

(%) Sprawl Growth

Honolulu, HI 57,149 74.38 76,837

Los Angeles-Riverside-Orange, CA-AZ 370,624 57.90 640,142

Duluth-Superior, MN-WI 2,366 55.35 4,275

Tampa-St. Petersburg-Clearwater, FL 85,642 55.03 155,619

San Francisco-Oakland-San Jose, CA 184,677 53.14 347,522

Amarillo, TX-NM 8,209 50.91 16,124

Shreveport-Bossier City, LA-AR 7,209 50.69 14,224

McAllen-Edinburg-Mission, TX 5,654 50.01 11,307

Atlanta, GA-AL-NC 135,695 45.46 298,464

New Orleans, LA-MS 20,552 45.03 45,636

Washington-Baltimore, DC-MD-VA-WV-PA 200,785 43.72 459,204

Birmingham, AL 45,134 42.81 105,382

Philadelphia-Wilmington-Atl. City, PA-NJ-DE-MD 94,143 39.51 238,264

Albuquerque, NM-AZ 26,152 38.86 67,299

Portland-Salem, OR-WA 78,738 38.64 203,759

Austin-San Marcos, TX 42,863 38.49 111,361

Sarasota-Bradenton, FL 49,968 37.36 133,742

Salt Lake City-Ogden, UT-ID 43,588 37.17 117,278

Richmond-Petersburg, VA 29,541 36.48 80,986

Beaumont-Port Arthur, TX 3,889 35.84 10,851

Savannah, GA-SC 14,680 35.53 41,316

Oklahoma City, OK 9,205 35.41 25,998

Minneapolis-St. Paul, MN-WI-IA 46,417 35.25 131,694

Reno, NV-CA 13,296 34.27 38,794

St. Louis, MO-IL 32,590 33.18 98,214

Champaign-Urbana, IL 1,513 33.15 4,563

Little Rock-North Little Rock, AR 15,788 32.93 47,947

Boston-Worcester-Lawr.-Low.-Broc., MA-NH-RI-VT 80,122 31.83 251,724

San Antonio, TX 30,826 30.78 100,137

Milwaukee-Racine, WI 18,532 29.37 63,103

Top 30 EAs 1,745,042 44.27 3,941,766

United States 2,560,592 19.50 13,133,071

Source: Center for Urban Policy Research, Rutgers University.

Sprawl Control—Top 10 States

States with Greatest

Percentage of

Redirection

States with Greatest

Numerical

Redirection

• Hawaii

• West Virginia

• California*

• Oregon

• Massachusetts

• Rhode Island

• Maryland*

• Virginia*

• New Hampshire

• Georgia*

• California

• Florida

• Texas

• Georgia

• Maryland

• Virginia

• Colorado

• Tennessee

• Oregon

• Pennsylvania

* Four of the top 10 states appear on both lists.

Table 4.25

Controlled Growth: EAs by Percentage Reduction in Household Growth

(Top 30 EAs)
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Control of Sprawl—by EA

A similar list of sprawl-controlled locations by EA

can be developed in terms of the percentage and nu-

merical redirection of sprawl households within them.

This is shown in Tables 4.25 and 4.26. What is shown

in the percentage table is that Honolulu, HI; Los An-

geles-Riverside-Orange, CA-AZ; San Francisco-Oak-

land-San Jose, CA; Tampa-St. Petersburg-Clearwater,

FL; Birmingham, AL; Portland-Salem, OR-WA; and

Atlanta, GA-AL-NC, can redirect significant percent-

ages of sprawl households elsewhere. Most of the oth-

ers in the top 10 EAs, while they can direct a large

proportion, have only small amounts of overall house-

hold growth. The numerical shift list is also instruc-

tive. Los Angeles-Riverside-Orange, CA; Washing-

ton-Baltimore, DC-MD-VA-WV-PA; San Francisco-

Oakland-San Jose, CA; Atlanta, GA-AL-NC; and

Miami-Fort Lauderdale, FL, can redirect, in descend-

ing order, from 370,000 to 100,000 households from

rural and undeveloped to more urbanized areas over

the projection period.

EA Households Shifted

Shifted Households

as Percentage of

Sprawl Growth

(%) Sprawl Growth

Los Angeles-Riverside-Orange, CA-AZ 370,624 57.90 640,142

Washington-Baltimore, DC-MD-VA-WV-PA 200,785 43.72 459,204

San Francisco-Oakland-San Jose, CA 184,677 53.14 347,522

Atlanta, GA-AL-NC 135,695 45.46 298,464

Miami-Fort Lauderdale, FL 101,541 18.54 547,741

Denver-Boulder-Greeley, CO-KS-NE 94,268 21.55 437,473

Philadelphia-Wilmington, PA-NJ-DE-MD 94,143 39.51 238,264

Tampa-St. Petersburg-Clearwater, FL 85,642 55.03 155,619

Boston-Worcester-Lawr.-Broc., MA-NH-RI-VT 80,122 31.83 251,724

Portland-Salem, OR-WA 78,738 38.64 203,759

Houston-Galveston-Brazoria, TX 63,619 21.27 299,110

Nashville, TN-KY 60,581 27.27 222,123

Chicago-Gary-Kenosha, IL-IN-WI 53,794 26.80 200,698

Sarasota-Bradenton, FL 49,968 37.36 133,742

Jacksonville, FL-GA 47,957 28.53 168,103

Honolulu, HI 46,644 60.71 76,837

Minneapolis-St. Paul, MN-WI-IA 46,417 35.25 131,694

Birmingham, AL 45,134 42.83 105,382

Salt Lake City-Ogden, UT-ID 43,588 37.17 117,278

Austin-San Marcos, TX 42,863 38.49 111,361

Seattle-Tacoma-Bremerton, WA 41,371 15.22 271,813

Dallas-Fort Worth, TX 38,885 21.78 178,517

Cincinnati-Hamilton, OH-KY-IN 37,800 26.49 142,683

St. Louis, MO-IL 32,590 33.18 98,214

San Antonio, TX 30,826 30.78 100,137

Richmond-Petersburg, VA 29,541 36.48 80,986

Albuquerque, NM-AZ 26,152 38.86 67,299

Indianapolis, IN-IL 22,068 12.17 181,356

N Y-Northern N J-Long Island, NY-NJ-CT-PA-MA-VT 21,444 8.77 244,512

New Orleans, LA-MS 20,552 45.03 45,636

Top 30 EAs 2,228,029 33.98 6,557,393

United States 2,560,592 19.50 13,133,071

Source: Center for Urban Policy Research, Rutgers University.

Table 4.26

Controlled Growth: EAs by Numerical Reduction in Household Growth

(Top 30 EAs)
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In certain EAs the ability to redirect sprawl appears

to involve a considerable number of households. In

each of these, the EA is very large. For example, the

Los Angeles-Riverside-Orange, CA-AZ, EA extends

for the entire southern portion of the state of Califor-

nia, except for San Diego County.

Sprawl Control—Top 10 EAs

EAs with Greatest

Percentage of

Redirection

EAs with Greatest

Numerical Redirection

• Honolulu (172)

• Los Angeles* (160)

• Duluth (109)

• Tampa* (34)

• San Francisco* (163)

• Amarillo (138)

• Shreveport (88)

• McAllen (133)

• Atlanta* (40)

• New Orleans (83)

• Los Angeles (160)

• Washington (13)

• San Francisco (163)

• Atlanta (40)

• Miami (31)

• Denver (141)

• Philadelphia (12)

• Tampa (34)

• Boston (3)

• Portland (2)

Note: For full EA names referenced by EA numbers, see

Appendix B

* Four of the top 10 EAs appear on both lists.

Control of Sprawl—by County

How much sprawl household growth is actually be-

ing controlled in individual counties? Tables 4.27 and

4.28 present the amounts of household growth that

have been controlled in the top 50 counties nation-

ally that are experiencing sprawl in their respective

EAs. Sprawl control through this method ranges from

a high of 80 percent to a low of 50 percent in the

percentage of overall households redirected and from

a high of 57,000 to a low of 7,000 in the number of

households redirected over the 25-year projection pe-

riod. Of the top 20 counties in percentage of redirec-

tion, 12 are in the South, and eight are in the West. Of

a similar number of counties in numerical redirec-

tion, 11 are in the West, seven are in the South, and

two are in the Northeast. These are listed below. Of

the top 20 counties that benefit most by redirection,

either in percentage or numerical terms, seven appear

on both lists.

SUMMARY

Sprawl—significant residential and nonresidential

growth in developing suburban or rural and undevel-

oped counties—can be significantly controlled. Na-

tionwide, 55 percent of the sprawl taking place can

be redirected in a meaningful way to more central

locations. Counties in every state and in the vast ma-

jority of EAs can experience less sprawl development

than would have been the case without intercounty

development redirection. As many as 20 to 30 coun-

ties in an individual state can benefit from a process

such as this.

Two of the three significant categories of sprawl can

be controlled in a meaningful way under this process.

These are locations of sustained and decreasing

sprawl. In the first case, 200 counties that have

sprawled for 20 years and are likely to sprawl for an

additional 25 years are able to be controlled through

this process. In the second case, 150 counties that

will sprawl less in the future than they have in the

past but that will nevertheless continue to sprawl, can

Sprawl Control—Top 20 Counties

Counties with

Greatest Percentage

Redirection

Counties with

Greatest Numerical

Redirection

• Solano, CA*

• Douglas, CO*

• Frederick, MD*

• Brazoria, TX

• Deschutes, OR

• Summit, UT

• Maui + Kalawao, HI*

• Riverside, CA*

• Carroll, MD

• Martin, FL

• Comal, TX

• Fayette, GA

• St. Tammany, LA

• Union, FL

• Polk, TX

• San Bernardino, CA*

• Henry, GA

• Howard, MD*

• Sandoval, NM

• Coryell, TX

• Riverside, CA

• San Bernardino, CA

• Solano, CA

• Palm Beach, FL

• Pasco, FL

• Sonoma, CA

• Howard, MD

• Ventura, CA

• Clackamas, OR

• Rockingham, NH

• Hernando, FL

• Williamson, TX

• Douglas, CO

• Utah, UT

• Maui + Kalawao, HI

• Kern, CA

• Stanislaus, CA

• Frederick, MD

• Manatee, FL

• Chester, PA

* Seven of the top 20 counties appear on both lists.
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County Rank

County

Type

Households

2000

Uncontrolled

Households

2025

Controlled

Households

2025

Households

Shifted

Shifted

Households as

Percentage of

Uncontrolled

Change (%)

Solano, CA 1 R 136,826 219,294 156,448 62,846 76.21
Douglas, CO 2 R 45,142 86,202 55,755 30,447 74.15

Frederick, MD 3 R 69,615 107,637 79,459 28,178 74.11
Brazoria, TX 4 R 80,771 115,701 91,190 24,511 70.17
Deschutes, OR 5 UND 44,013 76,624 53,857 22,767 69.81

Summit, UT 6 UND 10,696 25,619 15,397 10,222 68.50
Maui + Kalawao, HI 7 R 46,217 90,010 60,173 29,837 68.13
Riverside, CA 8 R 519,237 745,676 592,831 152,845 67.50

Carroll, MD 9 R 54,709 83,792 64,553 19,239 66.15

Martin, FL 10 R 52,436 81,755 62,516 19,239 65.62

Comal, TX 11 R 30,145 58,731 39,989 18,742 65.56
Fayette, GA 12 R 32,356 60,121 42,200 17,921 64.55
St. Tammany, LA 13 R 67,919 95,624 77,763 17,861 64.47

Union, FL 14 UND 3,685 8,006 5,245 2,761 63.89
Polk, TX 15 UND 18,817 32,221 23,671 8,550 63.78
San Bernardino, CA 16 UND 559,227 774,557 638,489 136,068 63.19

Henry, GA 17 R 35,488 62,143 45,332 16,811 63.07
Howard, MD 18 S 92,016 150,782 113,768 37,014 62.99
Sandoval, NM 19 R 31,833 58,257 41,677 16,580 62.75

Coryell, TX 20 UND 22,168 33,197 26,326 6,871 62.30

Hernando, FL 21 R 58,749 110,309 78,195 32,114 62.28

Scott, MN 22 R 28,142 49,669 36,295 13,374 62.13
Loudoun, VA 23 R 48,445 74,273 58,289 15,984 61.89
Spotsylvania +

Fredericks 24 R 37,651 60,947 46,551 14,396 61.79
Rockingham, NH 25 S 105,620 159,256 126,216 33,040 61.60
Sonoma, CA 26 R 172,580 236,359 197,329 39,030 61.20

Berkeley, WV 27 S 28,956 46,275 35,801 10,474 60.48
St. Lucie, FL 28 R 72,431 107,017 86,355 20,662 59.74

Rockdale, GA 29 R 26,341 50,789 36,185 14,604 59.74

Chester, PA 30 R 154,274 196,096 171,166 24,930 59.61

Summit, CO 31 UND 9,080 19,600 13,350 6,250 59.42

Eagle, CO 32 UND 14,341 30,743 21,084 9,659 58.89
Fauquier, VA 33 UND 19,765 31,111 24,437 6,674 58.82
Stafford, VA 34 R 29,185 45,829 36,084 9,745 58.55

Montgomery, TN 35 R 46,994 70,540 56,838 13,702 58.19
Clermont, OH 36 R 64,148 87,761 74,090 13,671 57.89
Stanislaus, CA 37 R 148,241 198,296 169,500 28,796 57.53

Blount, TN 38 R 43,252 68,034 53,815 14,219 57.37
Paulding, GA 39 R 26,089 49,057 35,933 13,124 57.14

St. Marys, MD 40 R 31,073 48,124 38,418 9,706 56.92

Calvert, MD 41 R 24,388 37,692 30,153 7,539 56.67
Shelby, KY 42 R 11,097 14,707 12,668 2,039 56.48

Pike, PA 43 UND 15,380 22,271 18,379 3,892 56.48
Burlington, NJ 44 R 148,514 181,119 162,896 18,223 55.89
Cheatham, TN 45 R 13,268 22,528 17,363 5,165 55.78

Charles, MD 46 R 40,988 62,849 50,677 12,172 55.68
Merced, CA 47 UND 63,873 85,997 73,717 12,280 55.51
Forsyth, GA 48 S 29,634 57,079 41,888 15,191 55.35

Itasca, MN 49 UND 17,332 21,607 19,241 2,366 55.35

Washington, RI 50 R 46,424 66,653 55,477 11,176 55.25

Source: Center for Urban Policy Research, Rutgers University.

Table 4.27

Controlled Growth: Counties by Percentage Reduction in Household Growth
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County Rank

County

Type

Households

2000

Uncontrolled

Households

2025

Controlled

Households

2025

Households

Shifted

Shifted

Households as

Percentage of

Uncontrolled

Change (%)

Riverside, CA 1 R 519,237 745,676 592,831 152,845 67.50
San Bernardino, CA 2 UND 559,227 774,557 638,489 136,068 63.19
Solano, CA 3 R 136,826 219,294 156,448 62,846 76.21

Palm Beach, FL 4 S 456,082 688,601 631,437 57,164 24.58
Pasco, FL 5 R 152,657 256,716 203,188 53,528 51.44

Sonoma, CA 6 R 172,580 236,359 197,329 39,030 61.20
Howard, MD 7 S 92,016 150,782 113,768 37,014 62.99
Ventura, CA 8 R 245,940 317,430 280,798 36,632 51.24

Clackamas, OR 9 R 132,337 197,428 161,761 35,667 54.80
Rockingham, NH 10 S 105,620 159,256 126,216 33,040 61.60

Hernando, FL 11 R 58,749 110,309 78,195 32,114 62.28
Williamson, TX 12 R 82,733 160,986 129,204 31,782 40.61
Douglas, CO 13 R 45,142 86,202 55,755 30,447 74.15

Utah, UT 14 S 101,790 187,187 157,236 29,951 35.07
Maui + Kalawao, HI 15 R 46,217 90,010 60,173 29,837 68.13

Kern, CA 16 UND 215,059 274,438 245,540 28,898 48.67
Stanislaus, CA 17 R 148,241 198,296 169,500 28,796 57.53
Frederick, MD 18 R 69,615 107,637 79,459 28,178 74.11

Manatee, FL 19 R 114,332 205,965 178,828 27,137 29.62
Chester, PA 20 R 154,274 196,096 171,166 24,930 59.61

Brazoria, TX 21 R 80,771 115,701 91,190 24,511 70.17
Chesterfield, VA 22 S 94,630 146,178 121,871 24,307 47.15
Larimer, CO 23 R 94,404 148,636 124,576 24,060 44.36

Cherokee, GA 24 S 49,677 93,388 70,219 23,169 53.00
Charlotte, FL 25 R 63,167 105,276 82,446 22,830 54.22

Deschutes, OR 26 UND 44,013 76,624 53,857 22,767 69.81
Shelby, AL 27 R 55,688 104,274 81,507 22,767 46.86
St. Lucie, FL 28 R 72,431 107,017 86,355 20,662 59.74

Will, IL 29 S 149,840 206,189 185,934 20,255 35.95
Clay, FL 30 R 50,533 89,677 69,682 19,995 51.08

Carroll, MD 31 R 54,709 83,792 64,553 19,239 66.15
Martin, FL 32 R 52,436 81,755 62,516 19,239 65.62
Comal, TX 33 R 30,145 58,731 39,989 18,742 65.56

St. Charles, MO 34 S 94,955 131,836 113,471 18,365 49.79
Burlington, NJ 35 R 148,514 181,119 162,896 18,223 55.89

Fayette, GA 36 R 32,356 60,121 42,200 17,921 64.55
St. Tammany, LA 37 R 67,919 95,624 77,763 17,861 64.47
Montgomery, TX 38 S 102,511 201,891 184,427 17,464 17.57

San Joaquin, CA 39 R 182,934 226,575 209,168 17,407 39.89
Clark, WA 40 S 126,454 199,946 182,686 17,260 23.49

Henry, GA 41 R 35,488 62,143 45,332 16,811 63.07
Hawaii, HI 42 UND 53,773 86,817 70,010 16,807 50.86
Sandoval, NM 43 R 31,833 58,257 41,677 16,580 62.75

Worcester, MA 44 R 278,720 322,261 305,895 16,366 37.59
Loudoun, VA 45 R 48,445 74,273 58,289 15,984 61.89

Forsyth, GA 46 S 29,634 57,079 41,888 15,191 55.35
Rockdale, GA 47 R 26,341 50,789 36,185 14,604 59.74
Spotsylvania +

Fredericks

48 R 37,651 60,947 46,551 14,396 61.79

Blount, TN 49 R 43,252 68,034 53,815 14,219 57.37

Sumner, TN 50 R 48,068 77,407 63,190 14,217 48.46

Source: Center for Urban Policy Research, Rutgers University

Table 4.28

Controlled Growth: Counties by Numerical Reduction in Household Growth
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experience an even greater deceleration of growth.

The redirection process is successful only to a lim-

ited extent, however, in those locations where sprawl

is only beginning to emerge. In growing sprawl loca-

tions in the country’s Southeast, Southwest, and West

areas, development is proceeding too quickly, and the

numbers of central locations are too few, to adequately

redirect growth to diminish sprawl. Only 50 of

134 counties experiencing this type of growth in these

locations can be controlled by directing their growth

elsewhere.

The solution in the context of the problem is appar-

ent when making regional comparisons of control-

ling growth. Half of the counties whose growth can

be controlled are in the South (192 counties), but the

South evidences initially uncontrolled sprawl to a

greater magnitude than all other regions combined

(347 counties—see Table 4.21). In the Midwest,

sprawl can be controlled at a 60 percent greater level

because this sprawl involves far fewer places overall

and it is of the type that is more easily controlled;

i.e., decreasing sprawl. Of even more importance than

the number of locations that can have their develop-

ment altered is the number of households affected by

such alteration. This is approximately one million

households each in the South and West, and about

one-quarter of this level each in the Northeast and

the Midwest.

In the analyses completed thus far, what does “con-

trolling sprawl” mean? Controlling sprawl is redirect-

ing a portion of growth to locations where it would

probably not have occurred under existing regulations

and policies. The threshold chosen for controlling

sprawl—25  percent less growth than would naturally

have occurred—is admittedly an arbitrary cutoff

point. Yet it is a significant point of reference that

enables sufficient growth to be redirected inward and

could double the household and employment growth

in these areas. Coupled with urban service bound-

aries and various incentives to direct and attract

growth inward, the implementation of compact de-

velopment or smart growth can begin to take place.

The implementation of smart growth is a huge com-

mitment. It cannot occur without the conscious and

coordinated effort of government at all levels.
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Following chapter 5, the two emerging scenarios will

be subjected to a series of computer models to gauge

their relative impacts. These relative impacts will re-

flect the scenarios discussed above.  A glimpse at these

results reveals that 4 million acres can be saved na-

tionwide if the intercounty redirection discussed ear-

lier, and additional intracounty controls are imple-

mented.

Similar analyses will be undertaken for road and wa-

ter infrastructure, travel time, real property develop-

ment costs, public-service costs, the spatial mismatch

of lower-income residents and jobs, and the quality

of life experienced by households and workers in lo-

cations specific to the two scenarios. Each of the

above fields will be scrutinized for the magnitude of

their impacts.

The most important result at this stage, however, is

the emerging dialogue on the location and incidence

of various types of sprawl and the ability to control

it. Arguably, sprawl is present in specific areas of the

United States, yet by no means is it present in all ar-

eas. As expected, its greatest incidence occurs where

growth is the most pronounced, and its ability to be

controlled is dependent upon the availability of slow-

growth or declining urban centers where growth can

be directed. Further, the ability to control sprawl de-

pends on its type. New sprawl in emerging growth

areas is much more difficult to control than is con-

tinuing or decreasing sprawl in established growth

areas.

The opportunity to engage in these types of discus-

sion about sprawl is the result of the work completed

in this study. Sprawl has a face that is becoming in-

creasingly recognizable. It can be tracked over time

and across locations. It can be mitigated to the de-

gree that receiving zones are available within similar

commuting zones. Sprawl can be viewed nationally,

in Census regions and divisions, in states, in EAs,

and in counties. Its impacts can also begin to be

gauged. This is the task of the next chapters.

In the analyses following chapter 5, under the con-

trolled-growth scenario, both intercounty and

intracounty controls are in force. Household and

employment flows are limited between counties, and

household and employment flows are kept within ur-

banized areas of single counties. Using this model,

effects will be measured on land conversion, utility

provision, the costs to occupy real property, and the

costs to provide basic public services.
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Analysis of Sprawl’s

Incidence:
Fifteen Selected EAs

INTRODUCTION

This chapter takes the controlled- and uncontrolled-

growth scenarios shown for the nation as a whole by

state and views demographic projections related to

these two scenarios in 15 individual EAs. The pur-

pose of this exercise is to determine whether the con-

tainment of sprawl in certain locations is reasonable

relative to the locations where the original growth

was to take place. Another reason for undertaking this

exercise is to view the individual classifications of

sprawl and nonsprawl counties in selected EAs na-

tionwide. Do the classifications make sense given

what is known about past, current, and future devel-

opment in these locations? A final reason for under-

taking this exercise is to demonstrate the extreme

cases of sprawl—the New York-Northern New Jer-

sey EA where sprawl is limited and it can be con-

tained in large urban areas, versus the Las Vegas EA

where sprawl is rapid and few central areas exist to

contain it. The chapter begins with a discussion of

the outcome of the two alternative development sce-

narios in each of the 15 EAs. These 15 EAs will also

be broken out separately when the impacts of sprawl

are discussed. The chapter concludes with general ob-

servations on the degree to which sprawl and its con-

trol are captured by the household and employment

allocation model used in this study. The next chapter

views the land converted to urban land uses as a re-

sult of development and its differences relative to each

development alternative.

THE SELECTION OF EXAMPLE EAs

Sprawl as defined is taking place in 740 of 3,091 coun-

ties and 160 of 172 EAs nationwide. As indicated in

the preceding chapter, sprawl is taking place to a much

greater extent in the South and West regions of the

United States, especially in counties in Florida, Texas,

and California, than it is in other locations.

Example EAs have been selected in terms of their

general recognizability and their contributions to na-

tional sprawl. Thus, the 15 case examples of sprawl

and its control are selected because they are both rec-

ognizable and have been studied by numerous schol-

ars and because they represent significant components

of national sprawl. These locations consist of (1) EAs

that will show the largest absolute growth increments

during the next 25 years (Los Angeles-Riverside, CA-

AZ EA) and those whose growth will be much more

modest (Austin-San Marcos, TX); (2) EAs that en-

compass close to 90 counties (New York-Northern

NJ-Long Island, NY-NJ-CT-PA-MA-VT EA) and

those that contain few counties (Tucson, AZ EA); (3)

EAs that exhibit significant amounts of sprawl but

are able to accommodate most of it (Atlanta, GA-
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AL-NC EA), and relatively little sprawl and difficulty

accommodating it (Lexington, KY-TN-VA-WV EA);

(4) EAs with large core areas that can serve as re-

ceiving locations (Chicago-Gary-Kenosha, IL-IN-WI

EA) and those that have small cores wherein little

growth can be absorbed (Tucson, AZ EA); and (5)

EAs that have existing planned responses to growth

control (Portland-Salem, OR-WA and Lexington, KY-

TN-VA-WV EAs) versus those that have unbridled

growth with little control (Los Angeles-Riverside,

CA-AZ and Las Vegas, NV-AZ-UT EAs).

The 15 EAs are

• Atlanta, GA-AL-NC

• Austin-San Marcos, TX

• Birmingham, AL

• Chicago-Gary-Kenosha, IL-IN-WI

• Denver-Boulder-Greeley, CO-KS-NE

• Las Vegas, NV-AZ-UT

• Lexington, KY-TN-VA-WV

• Los Angeles-Riverside-Orange, CA-AZ

• Miami-Fort Lauderdale, FL

• Minneapolis-St. Paul, MN-WI-IA

• NY-Northern NJ-Long Island, NY-NJ-CT-PA-

MA-VT

• Portland-Salem, OR-WA

• Raleigh-Durham-Chapel Hill, NC

• Tucson, AZ

• Washington-Baltimore, DC-MD-VA-WV-PA

Each of the following individual presentations of these

example EAs includes a descriptive section; a sum-

mary table of growth in households and employment

under the uncontrolled- and controlled-growth sce-

narios; a detailed table of the growth in households

and employment for every county of the EA under

both scenarios; and one figure each mapping the pro-

jected sprawl under the uncontrolled- and controlled-

growth scenarios.

ATLANTA, GA-AL-NC EA

(EA 40)

The Atlanta, GA-AL-NC EA has become the com-

mercial, transportation, and cultural capital of the

southeastern United States. The EA enjoys a diverse

geography, experiences a moderate climate most of

the year, has a well-developed transportation system,

and, not surprisingly given these attributes, a very

strong regional economy.

The Atlanta, GA-AL-NC EA’s educational facilities

are major contributors to its growth. Among the

region’s numerous colleges and universities is the

nation’s largest consortium of African American in-

stitutions of higher learning. In addition to this solid

educational base, the Atlanta EA is home to some of

the nation’s—and the world’s—largest companies,

including Coca-Cola, CNN, Delta Airlines, Ritz-

Carlton Hotels, UPS, Home Depot, and Holiday Inn

Worldwide. Also in the region are the sixth District

Federal Reserve Bank, the fourth District Federal

Home Loan Bank, and many regional, national, and

international banks.

Ninety percent of the U.S. population is within two

hours’ flying time of the Atlanta EA, making the EA

one of the most-visited convention locales in America.

This robust convention business supports tens of thou-

sands of workers. Atlanta’s Hartsfield International

Airport offers more daily scheduled flights than any

other airport in the world and houses the largest in-

ternational concourse in the United States. Future ex-

pansion is planned. The well-located, yet

underutilized, Metro Atlanta Rapid Transit Authority

(MARTA) provides rail and bus service throughout

much of the central EA. The Atlanta, GA-AL-NC EA

serves as the Southeast’s railway freight center, and

is a stop on Amtrak’s service between the Northeast

and New Orleans. Three interstates and a perimeter

highway connect the Atlanta EA with the rest of the

nation.

The Atlanta, GA-AL-NC EA ranks nationally in the

top 10 EAs in total growth. That growth also places

it in the top 10 EAs in sprawl development. This South

Region EA comprises 67 counties. Of those 67 coun-

ties, 20 are sprawling and represent sending locations;

six are nonsprawling suburban or urban counties and

represent receiving locations. The remaining 41 coun-

ties are slow- or no-growth rural and undeveloped
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 298,464 14,923 299,994 15,000 163,047 8,152 200,335 10,017
Nonsprawl Core Counties 408,530 68,088 832,527 138,755 544,225 90,704 932,186 155,364
Nonsprawl Rural and

Undev. Counties 88,587 2,161 101,924 2,486 88,309 2,154 101,924 2,486

EA 795,581 11,874 1,234,445 18,425 795,581 11,874 1,234,445 18,425

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Barrow, GA R S-C 14,504 5,461 5,461 1.00 14,196 3,807 3,807 1.00
Carroll, GA R S-C 29,780 6,099 6,099 1.00 41,443 9,965 9,965 1.00
Coweta, GA R S-C 29,559 14,814 9,844 1.50 31,175 12,585 11,524 1.09
Fayette, GA R S-C 32,356 27,765 9,844 2.82 36,705 26,994 13,568 1.99
Henry, GA R S-C 35,488 26,655 9,844 2.71 34,633 26,158 12,802 2.04
Jackson, GA R S-C 13,844 6,080 5,725 1.06 19,267 6,663 6,663 1.00
Oconee, GA R S-C 9,124 7,345 3,773 1.95 8,379 4,564 4,564 1.00
Paulding, GA R S-C 26,089 22,968 9,844 2.33 14,568 8,778 5,385 1.63
Rockdale, GA R S-C 26,341 24,448 9,844 2.48 43,081 33,716 15,925 2.12
Walton, GA R S-C 18,898 8,575 7,815 1.10 17,990 7,029 6,650 1.06

Whitfield, GA R S-C 31,600 7,294 7,294 1.00 71,244 17,099 17,099 1.00
Cherokee, GA S S-C 49,677 43,711 20,542 2.13 42,082 31,884 15,555 2.05
Douglas, GA S S-C 33,167 23,774 13,715 1.73 39,192 31,169 14,487 2.15
Forsyth, GA S S-C 29,634 27,445 12,254 2.24 34,046 29,624 12,585 2.35
Dawson, GA UND S-C 5,293 3,720 2,189 1.70 4,205 2,048 2,048 1.00
Lumpkin, GA UND S-C 6,754 4,174 2,793 1.49 7,512 3,115 3,115 1.00
Union, GA UND S-C 6,399 2,596 2,596 1.00 6,578 2,103 2,103 1.00
White, GA UND S-C 7,126 5,542 2,947 1.88 9,145 5,081 5,081 1.00
Bartow, GA R S-NC 26,075 11,623 10,782 1.08 33,284 12,505 12,303 1.02
Hall, GA R S-NC 44,923 18,375 9,844 1.87 76,202 25,107 25,107 1.00

Receiving Counties

Clarke, GA S NS 36,349 6,847 11,572 .59 75,495 19,395 22,499 .86
Clayton, GA U NS 80,788 39,148 42,263 .93 138,403 79,157 79,157 1.00
Cobb, GA U NS 234,787 155,985 155,985 1.00 365,724 214,169 214,169 1.00
De Kalb, GA U NS 236,154 36,583 90,634 .40 421,162 138,454 163,662 .85
Fulton, GA U NS 298,493 36,740 110,544 .33 833,856 215,348 286,695 .75
Gwinnett, GA U NS 195,755 133,227 133,227 1.00 294,742 166,004 166,004 1.00

Table 5.1

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Atlanta, GA-AL-NC EA

Table 5.2

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Atlanta, GA-AL-NC EA

Continued on next page
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counties where sprawl is not a significant factor. The

sending counties of the EA are Barrow, GA; Carroll,

GA; Cherokee, GA; Coweta, GA; Dawson, GA; Dou-

glas, GA; Fayette, GA; Forsyth, GA; Henry, GA; Jack-

son, GA; Lumpkin, GA; Oconee, GA; Paulding, GA;

Rockdale, GA; Union, GA; Walton, GA; White, GA;

Whitfield, GA; Bartow, GA; and Hall, GA. The re-

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Slow- or No-Growth Counties

Floyd, GA R NS 33,042 3,344 3,344 1.00 51,761 6,244 6,244 1.00

Gordon, GA R NS 15,681 6,483 6,483 1.00 26,975 9,419 9,419 1.00
Habersham, GA R NS 11,996 3,523 3,523 1.00 17,958 2,822 2,822 1.00
Haralson, GA R NS 9,514 2,105 2,105 1.00 8,734 2,749 2,749 1.00
Hart, GA R NS 8,321 1,299 1,299 1.00 8,946 816 816 1.00

Madison, GA R NS 9,691 4,036 4,007 1.01 6,296 2,277 2,277 1.00
Murray, GA R NS 12,062 5,237 4,988 1.05 15,472 4,842 4,842 1.00

Newton, GA R NS 19,833 7,987 7,987 1.00 22,220 7,233 7,233 1.00
Polk, GA R NS 13,641 1,462 1,462 1.00 12,661 1,990 1,990 1.00
Spalding, GA R NS 21,679 4,196 4,196 1.00 29,487 6,454 6,454 1.00

Stephens, GA R NS 10,277 2,438 2,438 1.00 15,588 4,595 4,595 1.00

Troup, GA R NS 22,484 2,940 2,940 1.00 37,024 6,201 6,201 1.00
Upson, GA R NS 10,592 1,240 1,240 1.00 13,812 1,895 1,895 1.00

Banks, GA UND NS 4,674 1,416 1,416 1.00 4,170 663 663 1.00
Butts, GA UND NS 5,602 2,251 2,251 1.00 6,978 2,181 2,181 1.00
Chambers, AL UND NS 14,088 -105 -105 1.00 16,411 2,202 2,202 1.00

Chattooga, GA UND NS 9,241 1,793 1,793 1.00 11,131 2,485 2,485 1.00
Cherokee, AL UND NS 8,446 1,052 1,052 1.00 7,483 865 865 1.00
Cherokee, NC UND NS 9,268 3,189 3,189 1.00 11,778 4,341 4,341 1.00

Clay, NC UND NS 3,459 832 832 1.00 2,949 956 956 1.00

Cleburne, AL UND NS 5,293 731 731 1.00 4,740 687 687 1.00
Elbert, GA UND NS 7,504 507 507 1.00 9,814 897 897 1.00

Fannin, GA UND NS 7,681 3,150 3,150 1.00 6,926 2,286 2,286 1.00
Franklin, GA UND NS 7,346 1,428 1,428 1.00 10,415 2,102 2,102 1.00
Gilmer, GA UND NS 6,985 2,815 2,815 1.00 9,120 2,569 2,569 1.00

Graham, NC UND NS 3,042 545 545 1.00 3,401 833 833 1.00
Greene, GA UND NS 4,769 1,085 1,085 1.00 6,102 659 659 1.00

Heard, GA UND NS 3,786 1,136 1,136 1.00 2,624 222 222 1.00
Jasper, GA UND NS 3,595 559 559 1.00 3,436 537 537 1.00
Lamar, GA UND NS 5,321 1,047 1,047 1.00 5,809 656 656 1.00

Macon, NC UND NS 12,227 4,554 4,554 1.00 14,273 5,052 5,052 1.00

Meriwether, GA UND NS 8,296 1,872 1,872 1.00 11,805 3,946 3,946 1.00
Morgan, GA UND NS 5,184 1,553 1,553 1.00 7,312 892 892 1.00

Oglethorpe, GA UND NS 4,287 1,292 1,292 1.00 2,567 403 403 1.00
Pickens, GA UND NS 7,182 3,030 3,030 1.00 7,456 3,522 3,522 1.00
Pike, GA UND NS 4,311 1,298 1,298 1.00 2,931 410 410 1.00

Rabun, GA UND NS 5,642 2,229 2,229 1.00 8,175 2,424 2,424 1.00
Randolph, AL UND NS 7,890 579 579 1.00 8,608 667 667 1.00
Talbot, GA UND NS 2,532 63 63 1.00 1,295 227 227 1.00

Taliaferro, GA UND NS 712 -93 -93 1.00 380 1 1 1.00

Towns, GA UND NS 3,832 2,489 2,489 1.00 3,672 1,702 1,702 1.00

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.2—Continued
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Figure 5.1

Projected Sprawl: Uncontrolled-Growth Scenario

Atlanta, GA-AL-NC EA

Fgure 5.2

Projected Sprawl: Controlled-Growth Scenario

Atlanta, GA-AL-NC EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.
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ceiving counties are Clarke, GA; Clayton, GA; Cobb,

GA; De Kalb, GA; Fulton, GA; and Gwinnett, GA.

Atlanta, the heart of the EA and capital of the state of

Georgia, is located entirely in Fulton County. Devel-

oped and developing counties within the Atlanta

suburbanizing area are to the east, Gwinnett, Walton,

Rockdale, and Newton; to the south, Henry, Clayton,

and Fayette; to the west, Douglas, Paulding, and

Cobb; to the north, Cherokee and Forsyth. The core

of developed areas around Atlanta includes Fulton,

De Kalb, Clayton, Cobb, and Gwinnett counties.

Clarke is a distant developed county to the east, con-

taining the city of Athens, Georgia. These are the re-

ceiving locations of the EA.

Of the sending counties, most are second-ring coun-

ties except for the more distant locations of Whitfield,

Lumpkin, and White to the north; Jackson, Barrow,

and Oconee to the east; and Coweta to the South.

Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 14,923

households; nonsprawl suburban and urban counties

increase by 68,088 households over the period 2000

to 2025 (Table 5.1). Under the controlled-growth sce-

nario, sprawl counties increase by an average of 8,152

households; nonsprawl urban and suburban counties

increase by 90,704 households. Sprawling rural and

undeveloped counties have their absolute growth de-

creased by an average of 42.7 percent; nonsprawl

urban and suburban counties have their growth in-

creased by 33.2 percent. Tables 5.1 and 5.2 present

the growth numbers for both households and employ-

ment under each scenario. In Table 5.2, the ratio of

uncontrolled growth to controlled growth is presented

as the control ratio, which is the multiplier of uncon-

trolled households or employment required to achieve

the status of a controlled-sprawl location.

The most significant controlled-sprawl counties in this

EA are Fayette, GA, and Henry, GA, immediately

south of Fulton and De Kalb counties, respectively.

Their growth in households is reduced by 65 percent.

Four of the controlled-sprawl counties are diminish-

ing their growth rate on their own and do not require

further growth redirection. These are the counties of

Barrow, GA; Carroll, GA; Whitfield, GA; and Union,

GA. Counties that are reducing sprawl by their own

natural diminishment are relatively few in number but

exist in all of the EAs presented here, except for the

Birmingham, AL EA.

In the Atlanta, GA-AL-NC EA, approximately two-

thirds of the counties (45) remain unchanged under

the two alternative growth scenarios. These are the

41 slow- or no-growth counties, two growing urban

counties, and two uncontrolled-sprawl counties. The

latter are north of Atlanta, to the west and east, re-

spectively. Notably increasing in their growth under

the controlled scenario are De Kalb County, GA, and

Fulton County, GA, with their growth in households

increasing by 150 percent and 200 percent, respec-

tively. This growth amounts to a total of only 27.1 per-

cent and 24.7 percent of their 2000 base, respectively,

or 1.1 percent and 1.0 percent annually. Of the six

urban/suburban counties in the EA, two are growing

at a reasonable rate (Cobb and Gwinnett counties)

and do not get extra growth under the controlled-

growth scenario. The remaining four receive extra

growth. Figures 5.1 and 5.2 map sprawl locations in

the EA under the uncontrolled- and the controlled-

growth scenarios.

In summary, of the 20 sprawling counties under the

uncontrolled-growth scenario, 18 are subsequently

controlled and only two sprawling counties (Bartow,

GA, and Hall, GA) remain uncontrolled. Overall, the

Atlanta EA is characterized by both considerable

sprawl in its counties and by considerable potential

for the control of sprawl. The massive spread of

sprawl in all locations, but especially north and east,

is contained in the immediate core counties under the

controlled-growth scenario.

AUSTIN-SAN MARCOS, TX EA

(EA 130)

The Austin-San Marcos, TX EA is home to numer-

ous software entrepreneurs who form the backbone

of an innovative and progressive economy. Located
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in a part of Austin called Silicon Hills, the EA’s high-

technology sector has become one of the fastest grow-

ing (after Seattle) and most prominent in the nation.

In addition to being a high-technology enclave, the

Austin-San Marcos, TX EA is home to the state capi-

tal of Texas, where a considerable number of federal

and state employees are found. Austin also houses

the largest campus of the University of Texas, which

undertakes research with and for neighboring ad-

vanced technology industries. Productive relation-

ships among the computer, educational, and state sec-

tors have spurred the development of the Austin-San

Marcos, TX EA’s financial industry. Supporting ser-

vice businesses have prospered as well, with conven-

tion, tourist, retail, and restaurant sectors continuing

to share in the EA’s steady growth. Part of the Austin-

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 111,361 27,840 95,303 23,826 68,498 17,125 52,265 13,066

Nonsprawl
Core Counties 116,471 116,471 253,425 253,425 159,334 159,334 296,463 296,463

Nonsprawl Rural and
Undev. Counties 10,544 2,109 13,693 2,739 10,544 2,109 13,693 2,739

EA 238,376 36,242 362,421 36,242 238,376 36,242 362,421 36,242

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Hays, TX R S-C 31,983 20,792 9,844 2.11 42,361 21,504 16,576 1.30
Bastrop, TX UND S-C 18,034 7,079 7,079 1.00 16,749 6,287 6,287 1.00
Burnet, TX UND S-C 12,862 6,817 5,104 1.34 15,078 5,783 5,783 1.00
Williamson, TX R S-NC 82,733 78,253 46,471 1.68 81,388 61,729 23,618 2.61

Receiving Counties

Travis, TX U NS 301,125 116,471 159,334 0.73 611,269 253,425 296,463 0.85

Slow- or No-Growth Counties

Blanco, TX UND NS 3,343 1,239 1,239 1.00 4,039 1,225 1,225 1.00
Caldwell, TX UND NS 10,870 3,032 3,032 1.00 11,329 4,506 4,506 1.00
Lee, TX UND NS 5,687 1,546 1,546 1.00 9,572 2,698 2,698 1.00
Llano, TX UND NS 6,413 2,518 2,518 1.00 6,580 2,619 2,619 1.00
Milam, TX UND NS 9,661 2,209 2,209 1.00 11,535 2,645 2,645 1.00

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.3

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Austin-San Marcos, TX EA

Table 5.4

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Austin-San Marcos, TX EA
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San Marcos, TX EA’s growth stems from its loca-

tion. The Austin-San Marcos, TX EA is less than 200

miles from three in-state cities that are three of the

10 largest cities in the country—Houston, Dallas, and

San Antonio. The Austin-San Marcos, TX EA is only

a few hours’ drive from the Mexican border, a gate-

way to growing Latin American markets.

The Austin-San Marcos, TX EA in the South Region

of the United States is comprises of 10 counties. Of

these counties, four are sprawling and represent the

sending locations; one is an urban county and repre-

sents the receiving location. The remaining five coun-

ties are slow- or no-growth rural and undeveloped

counties where sprawl is not a significant factor. The

four sprawling counties are Bastrop, TX; Burnet, TX;

Hays, TX; and Williamson, TX. The urban county is

Travis, TX.

The core of the EA is the city of Austin, which is

located in Travis County. Sprawl is occurring one

county deep on all sides of the city. The counties to

which sprawl is spreading are Williamson (to the

north), Bastrop (to the east), Hays (to the south), and

Burnet (to the west).

Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 27,840

households; the urban county increases by 116,471

households over the period 2000 to 2025. Under the

controlled-growth scenario, sprawling counties in-

crease by an average of 17,125 households; the ur-

ban county increases by 159,334 households.  Sprawl-

ing rural and undeveloped counties have their growth

decreased by an average of 38.5 percent; the urban

county has its growth increased by 36.8 percent.

Tables 5.3 and 5.4 present the growth numbers for

both households and employment under each sce-

nario. In the Austin-San Marcos, TX EA, six coun-

ties remain unchanged under the two alternative

growth scenarios.  These are the five counties where

growth is too small to be of consequence and the one

county that remains uncontrolled. The most signifi-

cant counties in terms of their decrease are Hays and

Williamson counties, each decreasing its growth by

close to half. The most significant county in terms of

its growth increase is Travis, TX, with a growth of 35

percent. Figures 5.3 and 5.4 map the sprawl locations.

Of the four sprawling counties in the Austin-San

Marcos, TX EA, three are controlled and only one

(Williamson, TX) remains uncontrolled. Overall, the

EA is characterized by both average levels of sprawl

and by considerable levels of control.

BIRMINGHAM, AL EA (EA 78)

Birmingham, AL, is a southern city that is simulta-

neously traditional, vibrant, diverse, and complex. It

has been said that Birmingham is the last major south-

ern city in America. The Birmingham, AL EA is noted

for its rich mineral deposits (coal, hematite, and others)

and its steel, aircraft, and chemical industries. Pur-

poseful economic redirection is under way to diver-

sify the economy by strengthening its finance and

service industries. The area is divided into six sec-

tors by the convergence within the city of Birming-

ham, AL, of three principal interstates (I-20, I-65, and

I-59). The Birmingham MSA is the 65th largest of

330 MSAs nationwide and contains approximately

one-quarter of the state’s population, business estab-

lishments, retail sales, and effective buying income.

In an MIT study, the Birmingham-Tuscaloosa corri-

dor was ranked as the third-best metropolitan area in

the country for starting and growing a business, hav-

ing the lowest business taxes of 19 southeastern cit-

ies and the seventh-lowest residential taxes of these

same cities. Recently, Mercedes-Benz opened its first

American production facility in nearby Vance, turn-

ing out the versatile M-Class All-Activity Vehicle.

New attractions, including a major theme park and

one of the country’s best science museums, have

opened in Birmingham.

The Birmingham, AL EA in the South Region of the

United States comprises 15 counties. Of these coun-

ties, five are sprawling and represent the sending lo-

cations; two are nonsprawling suburban or urban

counties and represent the receiving locations. The

remaining eight are slow- or no-growth rural and un-

developed counties where sprawl is not a significant

factor. Sprawling counties are Blount, AL; Shelby,

AL; St. Clair, AL; Tuscaloosa, AL; and Cullman, AL.

Core urban locations are the counties of Calhoun, AL,

and Jefferson, AL.

The central city of the core is Birmingham, located

entirely in Jefferson County. At some distance to the

east is Calhoun County, containing one of Alabama’s

largest cities—Anniston. Each of the sprawling coun-

ties shares a border with Jefferson County. Southeast

of the city is Shelby County, the 15th-fastest-grow-

ing county in the United States with more than

100,000 in population.

Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 21,076

households; suburban and urban areas increase by
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Figure 5.3

Projected Sprawl: Uncontrolled-Growth Scenario

Austin-San Marcos, TX EA

Figure 5.4

Projected Sprawl: Controlled-Growth Scenario

Austin-San Marcos, TX EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.



126

A N A L Y S I S   O F   S P R A W L ’ S   I N C I D E N C E

16,802 households. Under the controlled-growth sce-

nario, sprawl counties increase by an average of 8,887

households. Sprawling rural and undeveloped coun-

ties have their growth decreased by an average of 57.5

percent. The Birmingham, AL EA is among the top

10 EAs nationwide in sprawl control. The two urban

or suburban counties have their combined growth in-

creased threefold. Tables 5.5 and 5.6 present growth

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 105,382 21,076 103,084 20,617 63,156 12,631 59,988 11,998

Nonsprawl
Core Counties 33,604 16,802 147,725 73,863 75,993 37,997 191,620 95,810

Nonsprawl Rural and
Undev. Counties 26,451 3,306 31,596 3,950 26,288 3,286 30,797 3,850

EA 165,437 11,029 282,405 18,827 165,437 11,029 282,405 18,827

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

St. Clair, AL R S-C 23,826 15,492 7,943 1.95 20,315 10,712 5,975 1.79
Tuscaloosa, AL R S-C 63,209 19,719 10,536 1.87 93,052 27,048 19,163 1.41
Blount, AL UND S-C 17,886 8,611 5,963 1.44 15,591 5,971 5,971 1.00
Cullman, AL R S-NC 30,446 12,974 12,974 1.00 38,154 13,647 11,222 1.22
Shelby, AL R S-NC 55,688 48,586 25,741 1.89 60,040 45,706 17,658 2.59

Receiving Counties

Calhoun, AL S NS 45,761 8,211 12,510 0.66 64,967 15,493 18,232 0.85
Jefferson, AL U NS 266,567 25,393 63,483 0.40 475,684 132,232 173,387 0.76

Slow- or No-Growth Counties

Talladega, AL R NS 28,767 5,018 5,018 1.00 32,510 6,953 6,953 1.00
Walker, AL R NS 28,310 8,128 8,128 1.00 28,384 9,147 8,348 1.10
Bibb, AL UND NS 6,673 1,489 1,489 1.00 6,327 1,834 1,834 1.00
Chilton, AL UND NS 14,160 4,097 4,097 1.00 12,815 3,579 3,579 1.00
Fayette, AL UND NS 7,147 736 736 1.00 8,593 1,744 1,744 1.00
Hale, AL UND NS 5,990 1,115 1,115 1.00 5,693 1,098 1,098 1.00
Marion, AL UND NS 12,553 2,401 2,401 1.00 17,005 3,900 3,900 1.00
Winston, AL UND NS 9,911 3,467 3,304 1.05 16,235 3,341 3,341 1.00

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.5

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Birmingham, AL EA

Table 5.6

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Birmingham, AL EA
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Figure 5.5

Projected Sprawl: Uncontrolled-Growth Scenario

Birmingham, AL EA

Figure 5.6

Projected Sprawl: Controlled-Growth Scenario

Birmingham, AL EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.
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numbers for both households and employment under

each scenario. The most significantly growth-con-

trolled counties are Blount, AL, and Tuscaloosa, AL;

their growth in households is reduced by 30 percent

and 47 percent, respectively. In the Birmingham, AL

EA, approximately nine counties remain unchanged

under the two scenarios. These are the eight low-

growth counties and the one county that cannot be

controlled (Cullman County, AL, immediately north

of Birmingham, AL). The most significant increase

in a core county occurs in Jefferson, AL, with a house-

hold growth increase of 150 percent. This growth

amounts to only 14.3 percent of the base or 0.6 per-

cent annually. Figures 5.5 and 5.6 map sprawl in EA

counties under the uncontrolled- and the controlled-

growth scenarios.

In summary, of the five sprawling counties in the Bir-

mingham, AL EA, four are controlled and one remains

uncontrolled. The EA is characterized by both aver-

age sprawl and by considerable control.

CHICAGO-GARY-KENOSHA,

IL-IN-WI EA (EA 64)

The Chicago-Gary-Kenosha, IL-IN-WI EA has de-

veloped a highly diversified economy based in part

on a sophisticated transportation network. It is the

nation’s most important rail and trucking center and

home to one of the country’s busiest airports. The

city of Chicago, IL, and its suburbs are well served

by commuter railroad, bus, subway, and elevated train

lines. Its port is a major focus of domestic and inter-

national shipping.

The Chicago-Gary-Kenosha, IL-IN-WI EA contin-

ues to be a major manufacturing center, with about

one-fifth of its workforce employed in fabrication in-

dustries. The Chicago-Gary-Kenosha, IL-IN-WI EA

contains the headquarters of numerous large corpo-

rations, as well as the world’s largest commodities

trading organizations. Chicago, IL, continues to main-

tain its position as an important convention and trade-

show center, with attractions that include nationally

reknowned lakefronts, parks, museums, and the-

aters. Nearby is the Loop, an important shopping

and entertainment district that is currently under-

going expansion.

The Chicago-Gary-Kenosha, IL-IN-WI EA is among

the top 20 EAs nationwide in total growth. This

growth places it in the top 20 EAs in sprawl develop-

ment as well. The Chicago-Gary-Kenosha EA com-

prises 30 counties. Of those counties, 10 are sprawl-

ing and represent sending locations; five are

nonsprawling suburban or urban counties and repre-

sent receiving locations. The remaining 15 are slow-

or no-growth rural and undeveloped counties where

sprawl is not a significant issue. Sprawling counties

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 200,698 20,070 355,552 35,555 149,082 14,908 249,967 24,997
Nonsprawl
Core Counties 187,804 36,113 1,139,312 222,125 239,420 46,437 1,218,144 243,629

Nonsprawl Rural and
Undev. Counties 17,352 1,157 49,207 3,280 17,352 1,157 75,960 3,236

EA 405,854 13,528 1,544,071 51,469 405,854 13,528 1,544,071 51,469

Source: Center for Urban Policy Research, Rutgers University.

Table 5.7

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Chicago-Gary-Kenosha, IL-IN-WI EA
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are the counties of Boone, IL; Jasper, IN; Kane, IL;

Kendall, IL; Kenosha, WI; McHenry, IL; McLean,

IL; Porter, IN; Will, IL; and Winnebago, IL. Core

counties are the counties of Lake, IN; Rock, WI;

DuPage, IL; Lake, IL; and Cook, IL.

Chicago, IL, is located in Cook County, and the Chi-

cago metropolitan area extends into Lake, McHenry,

Will, Kendall, and Kane counties in Illinois as well

as Lake County (Gary) in Indiana. The EA also en-

compasses Rock County (Beloit) in Wisconsin, sig-

nificantly northwest of Chicago, IL.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Boone, IL R S-C 13,638 1,549 1,549 1.00 15,893 2,969 2,969 1.00
Kendall, IL R S-C 16,909 4,013 4,013 1.00 17,924 5,850 5,850 1.00
Porter, IN R S-C 54,165 19,055 9,844 1.94 74,327 29,187 19,163 1.52
Kane, IL S S-C 131,088 34,274 31,577 1.09 211,702 63,683 56,430 1.13
Kenosha, WI S S-C 55,685 17,992 13,414 1.34 66,503 26,894 17,726 1.52
McHenry, IL S S-C 84,071 31,352 20,251 1.55 117,486 51,988 31,316 1.66
Will, IL S S-C 149,840 56,349 36,094 1.56 169,769 88,175 45,252 1.95
Winnebago, IL S S-C 104,824 17,198 19,377 0.89 180,163 47,077 47,265 1.00
Jasper, IN UND S-C 10,463 3,121 3,121 1.00 14,410 4,833 4,833 1.00
McLean, IL UND S-C 54,112 15,795 9,844 1.60 99,969 34,896 19,163 1.82

Receiving Counties

Lake, IN S NS 179,401 20,006 26,285 0.76 241,174 71,616 64,285 1.11
Rock, WI S NS 58,403 7,829 9,517 0.82 88,203 14,886 16,605 .90
DuPage, IL U NS 321,379 80,424 81,966 0.98 686,506 193,413 203,492 .95
Lake, IL U NS 213,132 86,917 86,917 1.00 397,666 208,492 208,492 1.00
Cook, IL UC NS 1,892,850 -14,609 27,498 -0.53 3,205,662 622,217 725,270 .86

Slow- or No-Growth Counties

Kankakee, IL R NS 37,425 2,472 2,472 1.00 56,454 16,310 15,048 1.08
La Porte, IN R NS 41,091 4,765 4,765 1.00 59,701 12,378 12,378 1.00
Bureau, IL UND NS 13,927 -131 -131 1.00 18,080 859 859 1.00
Carroll, IL UND NS 6,711 -251 -251 1.00 8,166 461 461 1.00
De Kalb, IL UND NS 29,879 5,285 5,285 1.00 45,223 11,217 11,217 1.00
De Witt, IL UND NS 6,711 386 386 1.00 10,079 1,423 1,423 1.00
Grundy, IL UND NS 13,526 1,416 1,416 1.00 17,467 2,872 2,872 1.00
Iroquois, IL UND NS 12,391 981 981 1.00 15,440 1,742 1,742 1.00
La Salle, IL UND NS 43,180 3,518 3,518 1.00 59,058 15,454 15,454 1.00
Lee, IL UND NS 13,158 405 405 1.00 17,884 1,958 1,958 1.00

Livingston, IL UND NS 14,318 26 26 1.00 20,952 2,350 2,350 1.00
Newton, IN UND NS 5,453 731 731 1.00 5,833 822 822 1.00
Ogle, IL UND NS 19,478 4,145 4,145 1.00 24,933 7,319 6,646 1.10
Putnam, IL UND NS 2,240 145 145 1.00 3,063 310 310 1.00
Stephenson, IL UND NS 19,636 696 696 1.00 29,284 2,420 2,420 1.00

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.8

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Chicago-Gary-Kenosha, IL-IN-WI EA
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Figure 5.7

Projected Sprawl: Uncontrolled-Growth Scenario

Chicago-Gary-Kenosha, IL-IN-WI EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.

Figure 5.8

Projected Sprawl: Controlled-Growth Scenario

Chicago-Gary-Kenosha, IL-IN-WI EA
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Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 20,070

households; suburban and urban areas increase by an

average of 36,113 households. Under the controlled-

growth scenario, sprawl counties increase by an av-

erage of 14,908 households; suburban and urban ar-

eas increase by an average of 46,437. Sprawling rural

and undeveloped counties have their growth de-

creased by an average of 25.7 percent; urban and

nonsprawl suburban counties have their growth in-

creased by 27.5 percent. In the Chicago-Gary-

Kenosha, IL-IN-WI EA, 15 of the counties remain

unchanged under the two growth scenarios. These are

all very slow growth rural and undeveloped counties.

Tables 5.7 and 5.8 present the growth numbers for

both households and employment under each sce-

nario. The most significantly controlled-sprawl coun-

ties are McHenry, IL; McLean, IL; and Porter, IN.

Their growth in households is reduced by 35 percent,

40 percent, and 50 percent, respectively. The most

notable change in a core county under the controlled-

growth scenario is Cook County, IL (Chicago, IL),

where an outflow of households is reversed under this

scenario. The reversal generated the negative control

ratios found in Table 5.8. Figures 5.7 and 5.8 map

sprawl locations under the uncontrolled- and con-

trolled-growth scenarios. The vast bulk of sprawl oc-

curring to the west of Cook County is controlled by

containing growth in Cook, DuPage, and Lake coun-

ties, IL, and Lake County, IN.

In summary, in the Chicago-Gary-Kenosha, IL-IN-

WI EA, all 10 sprawling counties can be controlled.

Overall, the EA is characterized by average sprawl

and by considerable control.

DENVER-BOULDER-GREELEY,

CO-KS-NE EA (EA 141)

Denver, Colorado, is located in the northeast central

part of the state on the South Platte River. It has more

than doubled in population since 1960. Denver has a

population of 510,000 making it larger than the en-

tire population of Wyoming. Denver’s population has

increased by 23 percent since 1990. It is the 20th larg-

est metropolitan area in America, and has the 10th

largest downtown area. Denver has the greatest per-

centage of high school and college graduates of any

major metropolitan area in the United States; 92.1 per-

cent of the population in the metropolitan area have a

high school diploma and 35 percent have at least a

bachelor’s degree, according to the 1990 U.S. Cen-

sus. Thirty-three miles from the city is the Denver

International Airport, one of the newest air facilities

in the nation. Denver is the state capital of Colorado

and is known as a transportation and commercial cen-

ter. Its economy is driven by fuel, the aerospace in-

dustry, meat processing, and tourism. Recession and

a drop in the energy industry caused Denver’s growth

to slow in the late 1980s, but in 1997, the city experi-

enced its highest hotel occupancy in eight years and

the highest average room rate ever, an indication that

the economy had once again recovered. Denver is at

the crossroads of three interstates. I-25 runs south

from Cheyenne through the general area of Greeley,

Denver, Colorado Springs, and Pueblo to New

Mexico. I-70 runs east or west from Denver to Kan-

sas and Utah, respectively. I-76 terminates in Denver

from Nebraska in the northeast.

Denver is in Denver County, and its metropolitan area

extends into Adams and Arapahoe counties (in the

north and east) and Jefferson County in the west.

Denver is bordered in the south by Douglas County,

and beyond that lies El Paso County, which contains

the city of Colorado Springs. South of El Paso County
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 437,473 27,342 707,195 44,200 345,293 21,581 559,043 34,940

Nonsprawl
Core Counties 173,508 43,377 387,802 96,951 265,688 66,422 535,980 133,995

Nonsprawl Rural and
Undev. Counties 25,265 871 41,626 1,435 25,265 871 41,601 1,435

EA 636,246 12,985 1,136,623 23,1966 636,246 12,985 1,136,623 23,196

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Douglas, CO R S-C 45,142 41,060 10,613 4.17 49,039 48,806 19,163 2.55
El Paso, CO S S-C 194,230 91,112 91,329 1.00 311,820 141,534 123,217 1.15
Eagle, CO UND S-C 14,341 16,402 6,743 2.43 35,642 39,240 14,084 2.79
Elbert, CO UND S-C 6,279 3,408 2,952 1.15 4,671 2,157 2,157 1.00
Garfield, CO UND S-C 16,130 14,031 7,584 1.85 27,053 25,455 10,690 2.38
Grand, CO UND S-C 4,369 3,207 3,207 1.00 9,054 6,764 3,578 1.89
Park, CO UND S-C 4,838 1,769 1,769 1.00 3,541 1,384 1,384 1.00
Pitkin, CO UND S-C 6,939 3,559 3,263 1.09 22,080 11,552 8,725 1.32
Routt, CO UND S-C 7,636 5,886 3,591 1.64 17,560 12,609 6,939 1.82
Summit, CO UND S-C 9,080 10,520 4,270 2.46 25,281 21,885 9,990 2.19

Teller, CO UND S-C 8,331 7,098 3,917 1.81 9,632 6,266 6,266 1.00
Weld, CO UND S-C 59,231 19,296 13,926 1.96 83,911 26,853 19,163 1.40
Larimer, CO R S-NC 94,404 54,232 30,174 1.80 147,069 73,799 51,543 1.43
Arapahoe, CO S S-NC 206,849 149,530 149,530 1.00 355,718 254,747 254,747 1.00
Gilpin, CO UND S-NC 1,901 1,783 1,783 1.00 7,019 9,735 2,989 3.26
Mesa, CO UND S-NC 45,270 14,580 10,643 1.48 62,127 24,409 24,409 1.00

Receiving Counties

Adams, CO S NS 124,351 60,342 58,471 1.03 168,446 80,263 66,562 1.21
Boulder, CO S NS 109,222 34,493 51,357 .67 218,230 64,252 86,234 .75
Jefferson, CO S NS 200,602 61,138 94,325 .65 275,274 97,950 108,776 .90
Denver, CO UC NS 233,140 17,535 61,535 .28 520,824 145,337 274,408 .53

Table 5.9

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Denver-Boulder-Greeley, CO-KS-NE

Table 5.10

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Denver-Boulder-Greeley, CO-KS-NE

Continued on next page
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is Pueblo County, containing the city of Pueblo. The

city of Boulder is 25 miles northwest of Denver in

Boulder County, and the city of Greeley is 60 miles

north-northeast of Denver in Weld County. Sprawl is

moving outward from Denver in all directions, par-

ticularly north and south on I-25 and east and west

on I-70 to Grand Junction in the west.

The Denver-Boulder-Greeley, CO-KS-NE EA ranks

nationally in the top 10 EAs in total growth. This

growth also places it in the top 10 EAs in sprawl de-

velopment. This West Region EA comprises  49 coun-

ties. Of these counties, 16 are sprawling and repre-

sent sending locations; four are nonsprawling

suburban or urban counties and represent receiving

locations. The remaining 29 counties are slow- or no-

growth rural and undeveloped counties where sprawl

is not a significant factor. Sprawling sending loca-

tions are the counties of Douglas, CO; El Paso, CO;

Eagle, CO; Elbert, CO; Garfield, CO; Grand, CO;

Park, CO; Pitkin, CO; Routt, CO; Summit, CO; Teller,

CO; Weld, CO; Larimer, CO; Arapahoe, CO; Gilpin,

CO; and Mesa, CO. Urban and suburban receiving

locations are the counties of Adams, CO; Boulder,

CO; Jefferson, CO; and Denver, CO.

Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 27,342

households; nonsprawling suburban and urban coun-

ties increase by an average of 43,377 households.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Slow- or No-Growth Counties

Chaffee, CO UND NS 6,066 1,312 1,312 1.00 7,735 2,156 2,156 1.00
Cheyenne, KS UND NS 1,378 -116 -116 1.00 1,781 -100 -100 1.00
Clear Creek, CO UND NS 3,958 2,456 2,456 1.00 4,577 2,171 2,171 1.00
Custer, CO UND NS 1,279 252 252 1.00 1,187 197 197 1.00
Delta, CO UND NS 11,114 4,409 4,409 1.00 11,120 4,380 4,380 1.00
Dundy, NE UND NS 998 -105 -105 1.00 1,475 87 87 1.00
Fremont, CO UND NS 15,204 3,088 3,088 1.00 16,149 5,715 5,715 1.00
Gove, KS UND NS 1,208 -159 -159 1.00 2,269 87 87 1.00
Gunnison, CO UND NS 4,998 1,462 1,462 1.00 10,027 3,612 3,612 1.00
Hinsdale, CO UND NS 322 67 67 1.00 475 96 96 1.00

Jackson, CO UND NS 625 51 51 1.00 931 111 111 1.00
Kit Carson, CO UND NS 2,876 -69 -69 1.00 4,182 -252 -252 1.00
Lake, CO UND NS 2,622 716 716 1.00 2,932 1,169 1,169 1.00
Lincoln, CO UND NS 1,984 -92 -92 1.00 2,929 232 232 1.00
Logan, CO UND NS 7,415 550 550 1.00 11,496 1,461 1,461 1.00
Logan, KS UND NS 1,243 4 4 1.00 2,108 112 112 1.00
Moffat, CO UND NS 4,697 1,061 1,061 1.00 7,275 2,226 2,226 1.00
Montrose, CO UND NS 12,507 5,369 5,369 1.00 18,030 7,150 7,125 1.00
Morgan, CO UND NS 9,663 1,504 1,504 1.00 15,127 2,597 2,597 1.00
Ouray, CO UND NS 1,413 593 593 1.00 2,083 715 715 1.00

Phillips, CO UND NS 1,821 57 57 1.00 2,341 125 125 1.00
Rio Blanco, CO UND NS 2,419 298 298 1.00 3,922 651 651 1.00
San Miguel, CO UND NS 2,587 2,831 2,831 1.00 7,197 6,218 6,218 1.00
Sheridan, KS UND NS 1,054 -72 -72 1.00 1,831 -43 -43 1.00
Sherman, KS UND NS 2,637 -245 -245 1.00 4,363 281 281 1.00
Thomas, KS UND NS 3,172 93 93 1.00 6,201 832 832 1.00
Wallace, KS UND NS 669 -76 -76 1.00 1,165 26 26 1.00
Washington, CO UND NS 1,900 -107 -107 1.00 2,643 -130 -130 1.00
Yuma, CO UND NS 3,716 133 133 1.00 5,094 -256 -256 1.00

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.10—Continued
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Figure 5.9

Projected Sprawl: Uncontrolled-Growth Scenario

Denver-Boulder-Greeley, CO-KS-NE

Source: Center for Urban Policy Research, Rutgers University.

Figure 5.10

Projected Sprawl: Controlled-Growth Scenario

Denver-Boulder-Greeley, CO-KS-NE

Source: Center for Urban Policy Research, Rutgers University.
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Under the controlled-growth scenario, sprawling

counties increase by an average of 21,581 households;

nonsprawling suburban and urban counties increase

by an average of 66,422 households. Sprawling rural

and undeveloped counties have their absolute growth

decreased by an average of 27.0 percent; nonsprawl

urban and suburban counties have their growth in-

creased by 53.1 percent. Tables 5.9 and 5.10 present

the projected growth in households and employment

under each scenario.

The most significantly sprawl-controlled counties are

Douglas, CO, and Larimer, CO, with their growth in

households reduced by 76.0 percent and 44.4 percent,

respectively. In the Denver-Boulder-Greeley EA, al-

most two-thirds of the counties (34) remain unchanged

under the two alternative growth scenarios. These are

the 29 slow- or no-growth counties and two of the

four sprawling counties that are not controlled. No-

tably increasing in its growth under the controlled-

growth scenario is Denver, CO, with a household

growth increase of about 250 percent. This latter

growth amounts to a total of only 18.9 percent of the

2000 base or 0.8 percent annually. Of the six urban/

suburban counties in the EA, three are growing at an

accelerated rate and need to have growth diverted to

other counties under the controlled-growth scenario.

The remaining three receive extra growth. Figures 5.9

and 5.10 map sprawl locations in the EA under

the uncontrolled- and the controlled-growth sce-

narios.

In summary, of the 16 sprawling counties under the

uncontrolled-growth scenario, 12 are controlled and

only four remain uncontrolled. Overall, the Denver-

Boulder-Greeley EA is characterized by both con-

siderable sprawl in counties and only reasonable abil-

ity to control sprawl.

LAS VEGAS, NV-AZ-UT EA

(EA 153)

The thousands of migrants who move to the Las Ve-

gas, NV-AZ-UT EA monthly are feeding a self-per-

petuating construction and service industry boom that

promises to create a significant metropolitan region

in the country over the next 20 years. For the time

being, however, the gaming, tourism, and convention

sectors continue their dominance, and the expanding

light manufacturing and distribution industries are

adding to the EA’s growing pains.

Growth of this magnitude is not without its costs.

Recent rapid growth in the Las Vegas, NV-AZ-UT

EA has severely strained the area’s resources, par-

ticularly water, as well as its infrastructure, social

service system, police and fire protection, and envi-

ronment. Schools are being constructed in rapid fash-

ion, barely keeping up with rising enrollments, and

traffic congestion is growing everywhere in the met-

ropolitan area.

The Las Vegas, NV-AZ-UT EA ranks in the top

20 EAs nationwide in total growth. This growth also

places it in the top 10 EAs in sprawl development.

This West Region EA comprises 11 counties, of which

five are sprawling and the remaining six are slow- or

no-growth rural and undeveloped counties where

sprawl is not a significant issue. There are no

nonsprawling suburban or urban counties within this

EA that could serve as receiving locations. The

sprawling counties are Nye, NV; Clark, NV; Iron, UT;

Mohave, AZ; and Washington, UT.

The city of Las Vegas, NV, is located in the middle of

Clark County, NV, on the Arizona and Utah borders.

Kingman, AZ, in Mohave County is the closest Ari-

zona city. St. George, UT, in Washington County and

Cedar City, UT, in Iron County are the closest Utah

cities. The only other Nevada county influenced by

growth emanating from Las Vegas, NV, is Nye County,

northwest of Clark County. Except for Nye County,

NV, these counties are part of the Interstate 5 corri-

dor through the EA. Clark County itself is so large,

so spread out, and of such low density that it is a

sprawling suburban location. Clark County contains

the city of Henderson, which was the fastest-growing

city in the United States during the period 1990 to

2000 (as measured by building permits).
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Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 84,577

households. There can be no controlled-growth sce-

nario redirection, since there are no receiving coun-

ties. The county of Clark, NV, has the most signifi-

cant increases in growth, followed by the county of

Washington, UT. Their increases in households are

352,899 and 39,276, respectively, under both sce-

narios for the projected period. Nye County, NV is

diminishing its growth rate on its own and does not

require further growth redirection. Tables 5.11 and

5.12 present the growth numbers for both households

and employment under each scenario. Figures 5.11

and 5.12 show EA sprawl locations under both un-

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 422,883 84,577 649,768 129,854 422,883 84,577 649,768 129,854
Nonsprawl
Core Counties 0 0 0 0 0 0 0 0

Nonsprawl Rural and
Undev. Counties 1,478 246 5,238 873 1,478 246 5,238 873

EA 424,361 38,578 655,006 59,546 424,361 38,578 655,006 59,546

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sprawling Counties

Nye, NV UND S-C 9,950 2,486 2,486 1.00 12,157 6,155 6,155 1.00
Washington, UT R S-NC 30,059 39,276 39,276 1.00 44,036 43,580 43,580 1.00
Clark, NV S S-NC 463,705 352,899 352,899 1.00 740,481 559,719 559,719 1.00
Iron, UT UND S-NC 9,618 7,495 7,495 1.00 17,215 12,997 12,997 1.00
Mohave, AZ UND S-NC 53,750 20,727 20,727 1.00 49,835 27,317 27,317 1.00

Slow- or No-Growth Counties

Beaver, UT UND NS 2,012 487 487 1.00 2,611 906 906 1.00
Esmeralda, NV UND NS 533 91 91 1.00 468 171 171 1.00
Garfield, UT UND NS 1,483 484 484 1.00 2,840 1,454 1,454 1.00
Lincoln, NV UND NS 1,478 500 500 1.00 2,298 1,170 1,170 1.00
Mineral, NV UND NS 2,286 -92 -92 1.00 3,316 1,522 1,522 1.00
Piute, UT UND NS 511 8 8 1.00 373 15 15 1.00

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.11

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Las Vegas, NV-AZ-UT EA

Table 5.12

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Las Vegas, NV-AZ-UT EA
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Figure 5.11

Projected Sprawl: Uncontrolled-Growth Scenario

Las Vegas, NV-AZ-UT EA

Figure 5.12

Projected Sprawl: Controlled-Growth Scenario

Las Vegas, NV-AZ-UT EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.
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controlled- and controlled-growth scenarios. Since

this EA has very large counties in terms of physical

size, the counties are divided into sections, with only

the applicable portion of the counties indicating a

sprawl designation. Subdivided counties are preva-

lent in this EA as well as in the EAs of Tucson, AZ;

Los Angeles-Riverside, CA-AZ; and Denver-Boul-

der-Greeley, CO-KS-NE.

In summary, of the five sprawling counties, four re-

main sprawling in the Las Vegas, NV-AZ-UT EA.

This EA is characterized by considerable sprawl and

by almost no intercounty sprawl control.

LEXINGTON, KY-TN-VA-WV EA

(EA 47)

The Lexington, KY-TN-VA-WV EA serves as the

health-care, retail, and cultural center of central Ken-

tucky. The service sector dominates the regional

economy, although retail, government, and manufac-

turing sectors contribute significantly to the metro-

politan area’s growth. Health-care services also con-

tribute to the regional economy, with fully a third of

the top 15 employers part of this sector. The Lexing-

ton, KY-TN-VA-WV EA’s central location has made

it a natural hub for both services and health care in

the central and eastern Kentucky region.

By national standards, the Lexington, KY-TN-VA-

WV EA is an attractive place to relocate in or in which

to establish a business. With utility costs well below

the national average, a reasonably educated

workforce, a strategic location at the interchange of

I-75 and I-64, it should come as no surprise that the

Lexington, KY-TN-VA-WV EA is growing at a faster

rate than either the state or the nation. In addition to

this being the horse capital of the country (a status

that in itself has boosted the regional tourist and hos-

pitality industry), recent corporate newcomers include

Valvoline, Toyota, GTE, Trane, and Proctor and

Gamble. The Lexington, KY-TN-VA-WV EA, in the

South Region of the United States, comprises

67 counties. Of these counties, 11 are sprawling ru-

ral and undeveloped counties and represent sending

locations; two are nonsprawling suburban or urban

counties and represent receiving locations. The re-

maining 54 are slow- or no-growth rural and unde-

veloped counties where sprawl is not a significant

factor. Sprawling locations consist of the following

counties: Claiborne, TN; Floyd, KY; Madison, KY;

Pulaski, KY; Woodford, KY; Jessamine, KY; Laurel,

KY; Perry, KY; Pike, KY; Scott, KY; and Tazewell,

VA. Urban and suburban locations consist of Franklin

and Fayette, KY, counties.

Lexington-Fayette, KY, is a consolidated city-county

government. The city of Lexington, KY, is surrounded

by the first (1954) urban growth boundary in the

United States, which encompasses a significant share

of Fayette County. Franklin County contains Frank-

fort, KY, the state’s capital, and is separated from

Fayette County (Lexington, KY) to the southeast by

Woodford and Scott counties. Sprawl is occurring to

the northwest and south of Lexington-Fayette County

and also along State Route 80 in the south-central part

of the state.

Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 4,145

households; suburban and urban areas increase by

15,210 households. Under the controlled-growth sce-

nario, sprawling counties increase by an average of

4,110 households; suburban and urban areas increase

by 15,899 households. Sprawling rural and undevel-

oped counties have their growth decreased by an av-

erage of 3.0 percent; suburban and urban counties

have their growth increased by 4.5 percent. Tables

5.13 and 5.14 list the growth in households and em-

ployment under both development scenarios. The

most significant growth-controlled county is Floyd,

KY, with a reduction in household growth of 20 per-

cent. The most significant increase in county growth

under the controlled-growth scenario is Franklin, KY,

wherein household growth increases by 65 percent.

Figures 5.13 and 5.14 show sprawl locations in the

uncontrolled- and controlled-growth scenarios.

Of the 11 sprawling counties, five are controlled and

six remain uncontrolled. In the Lexington, KY-TN-

VA-WV EA, 60 counties remain unchanged under the

two growth scenarios. These are the 54 with modest
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 46,591 4,145 78,984 7,180 45,211 4,110 77,205 7,019

Nonsprawl
Core Counties 30,419 15,210 82,815 41,408 31,799 15,899 84,594 42,297

Nonsprawl Rural and
Undev. Counties 40,443 749 72,958 1,351 40,443 749 72,958 1,351

EA 117,453 1,753 234,757 3,504 117,453 1,753 234,757 3,504

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Floyd, KY R S-C 16,708 3,867 3,000 1.29 15,535 5,647 5,647 1.00
Madison, KY R S-C 23,602 2,281 2,281 1.00 34,719 6,179 6,179 1.00
Pulaski, KY R S-C 22,157 4,229 3,979 1.06 32,594 7,804 7,804 1.00
Woodford, KY R S-C 8,423 1,676 1,676 1.00 15,588 3,843 3,843 1.00
Claiborne, TN UND S-C 11,275 2,897 2,897 1.00 15,510 4,128 4,128 1.00
Jessamine, KY R S-NC 13,450 5,397 5,397 1.00 17,669 8,061 8,061 1.00
Laurel, KY R S-NC 19,033 6,318 6,318 1.00 28,380 10,072 10,072 1.00
Perry, KY R S-NC 11,699 3,338 3,338 1.00 14,653 5,954 5,954 1.00
Pike, KY R S-NC 28,442 8,366 8,366 1.00 32,854 12,974 12,974 1.00
Scott, KY R S-NC 11,040 3,644 3,644 1.00 24,834 7,633 7,282 1.05

Tazewell, VA R S-NC 18,915 4,578 4,315 1.06 21,714 6,689 5,261 1.27

Receiving Counties

Franklin, KY S NS 19,079 2,046 3,426 0.60 38,550 7,560 9,339 .81
Fayette, KY U NS 102,216 28,373 28,373 1.00 208,106 75,255 75,255 1.00

Slow- or No-Growth Counties

Anderson, KY R NS 6,978 1,498 1,498 1.00 6,777 1,408 1,408 1.00
Bell, KY R NS 11,497 1,132 1,132 1.00 12,546 2,711 2,711 1.00
Bourbon, KY R NS 7,449 237 237 1.00 9,565 272 272 1.00
Boyle, KY R NS 10,447 1,025 1,025 1.00 19,547 4,089 4,089 1.00
Clark, KY R NS 12,190 1,000 1,000 1.00 16,058 1,549 1,549 1.00
Harlan, KY R NS 13,293 723 723 1.00 10,662 2,521 2,521 1.00
Johnson, KY R NS 9,089 531 531 1.00 9,434 577 577 1.00
Knox, KY R NS 12,032 2,233 2,233 1.00 11,097 2,557 2,557 1.00
Letcher, KY R NS 10,024 946 946 1.00 7,656 1,809 1,809 1.00
McDowell, WV R NS 11,584 -2,036 -2,036 1.00 7,521 1,744 1,744 1.00

Table 5.13

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Lexington, KY-TN-VA-WV EA

Table 5.14

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Lexington, KY-TN-VA-WV EA

Continued on next page
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County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Slow- or No-Growth Counties

Mercer, KY R NS 8,251 1,022 1,022 1.00 10,771 1,637 1,637 1.00
Mercer, WV R NS 26,116 1,131 1,131 1.00 30,569 3,538 3,538 1.00
Mingo, WV R NS 12,008 690 690 1.00 12,905 1,599 1,599 1.00
Montgomery, KY R NS 8,012 1,011 1,011 1.00 10,841 2,566 2,566 1.00
Rowan, KY R NS 7,750 1,449 1,449 1.00 11,411 3,357 3,357 1.00
Taylor, KY R NS 9,157 809 809 1.00 15,819 2,155 2,155 1.00
Whitley, KY R NS 13,713 2,222 2,222 1.00 16,843 2,885 2,885 1.00
Wise+Norton, VA R NS 16,944 1,778 1,778 1.00 22,071 3,939 3,939 1.00
Adair, KY UND NS 6,478 628 628 1.00 8,117 1,062 1,062 1.00
Bath, KY UND NS 3,984 408 408 1.00 4,052 533 533 1.00

Bland, VA UND NS 2,420 -12 -12 1.00 2,871 70 70 1.00
Breathitt, KY UND NS 5,710 153 153 1.00 4,946 101 101 1.00
Buchanan, VA UND NS 10,709 347 347 1.00 11,723 2,466 2,466 1.00
Casey, KY UND NS 5,799 615 615 1.00 6,970 891 891 1.00
Clay, KY UND NS 8,316 2,548 2,548 1.00 7,639 2,527 2,527 1.00
Clinton, KY UND NS 3,762 231 231 1.00 4,127 325 325 1.00
Dickenson, VA UND NS 6,645 529 529 1.00 4,589 1,326 1,326 1.00
Estill, KY UND NS 5,891 598 598 1.00 4,469 482 482 1.00
Fleming, KY UND NS 5,128 278 278 1.00 6,392 163 163 1.00
Garrard, KY UND NS 5,264 442 442 1.00 4,919 341 341 1.00

Green, KY UND NS 4,305 153 153 1.00 4,656 391 391 1.00
Harrison, KY UND NS 6,633 253 253 1.00 8,007 120 120 1.00
Jackson, KY UND NS 4,886 491 491 1.00 3,921 441 441 1.00
Knott, KY UND NS 6,428 526 526 1.00 4,539 592 592 1.00
Lawrence, KY UND NS 5,736 420 420 1.00 4,314 222 222 1.00
Lee, KY UND NS 2,914 196 196 1.00 2,651 398 398 1.00
Lee, VA UND NS 9,478 455 455 1.00 8,790 268 268 1.00
Leslie, KY UND NS 4,862 446 446 1.00 4,424 596 596 1.00
Lincoln, KY UND NS 8,355 730 730 1.00 6,969 592 592 1.00
Magoffin, KY UND NS 4,839 279 279 1.00 3,771 184 184 1.00

Martin, KY UND NS 4,542 577 577 1.00 4,022 846 846 1.00
McCreary, KY UND NS 6,237 1,696 1,696 1.00 4,677 1,134 1,134 1.00
Menifee, KY UND NS 2,044 89 89 1.00 1,861 38 38 1.00
Morgan, KY UND NS 4,587 322 322 1.00 4,836 779 779 1.00
Nicholas, KY UND NS 2,796 142 142 1.00 3,081 127 127 1.00
Owen, KY UND NS 3,853 198 198 1.00 3,802 72 72 1.00
Owsley, KY UND NS 2,088 128 128 1.00 1,278 -60 -60 1.00
Powell, KY UND NS 4,616 1,193 1,193 1.00 5,277 1,219 1,219 1.00
Robertson, KY UND NS 881 12 12 1.00 801 -79 -79 1.00
Rockcastle, KY UND NS 6,182 1,771 1,771 1.00 5,956 1,878 1,878 1.00

Russell, KY UND NS 6,853 829 829 1.00 9,833 1,549 1,549 1.00
Russell, VA UND NS 11,591 3,116 3,116 1.00 12,778 3,802 3,802 1.00
Wayne, KY UND NS 7,372 1,434 1,434 1.00 8,503 1,832 1,832 1.00
Wolfe, KY UND NS 2,992 821 821 1.00 2,682 689 689 1.00

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.14—Continued
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Figure 5.13

Projected Sprawl: Uncontrolled-Growth Scenario

Lexington, KY-TN-VA-WV EA

Figure 5.14

Projected Sprawl: Controlled-Growth Scenario

Lexington, KY-TN-VA-WV EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.
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growth and the six sprawl counties that cannot be con-

trolled. Overall, the Lexington, KY-TN-VA-WV EA

is characterized by a reasonable level of sprawl and

by reasonable control. There are no centers in the

south-central portion of the state to contain the sprawl

that is growing along State Route 80.

LOS ANGELES-RIVERSIDE-

ORANGE, CA-AZ  EA (EA 160)

The Los Angeles-Riverside-Orange, CA-AZ EA has

undergone considerable economic restructuring over

the last couple of decades. Spurred by growth in Asian

trade, the Los Angeles-Riverside-Orange, CA-AZ EA

has become an international financial and business

center second only to New York. It has become the

financial hub of the western United States, and to-

gether with Tokyo, the de facto financial capital of

the Pacific Rim. Other service industries have con-

tinued to develop as well, with the entertainment, in-

surance, and real estate sectors enjoying a mid-1990s

resurgence.

What is particularly unusual in the case of the Los

Angeles-Riverside-Orange, CA-AZ EA is that rapid

growth in manufacturing is also taking place. Manu-

facturing growth is occurring in two industries: aero-

space/defense-related electronics and consumer

goods, particularly garments and apparel. Traditional

manufacturing plants have left the area, however. Car

assembly (GM) and rubber manufacturing (Firestone,

General Tire), for example, have virtually disap-

peared.

So while craft workers and machine operators con-

tinue to decline in number along with traditional

manufacturing, the growth in government spending

in aerospace and electronics has increased to the point

that Los Angeles-Riverside-Orange, CA-AZ EA can

now boast of the largest aggregate number of engi-

neers and scientists in the United States. At the other

end of the salary scale, new immigrants continue to

fill the rank and file of the restructured but growing

electronics manufacturing sector.

The Los Angeles-Riverside-Orange, CA-AZ EA ranks

in the top 10 EAs nationwide in total growth. This

growth also places it in the top 10 EAs in sprawl de-

velopment. This West Region EA comprises 10 coun-

ties. Of these counties, eight are sprawling and repre-

sent sending locations; two are urban counties and

represent receiving locations. Sprawling locations are

the counties of San Luis Obispo, CA; Yuma and La

Paz, AZ; Imperial, CA; Kern, CA; Riverside, CA;

San Bernardino, CA; Santa Barbara, CA; and Ventura,

CA. Urban and suburban counties are Los Angeles,

CA, and Orange, CA.

Los Angeles County encompasses entirely the city of

Los Angeles, CA. The Los Angeles urbanized area

spills over to Orange County to the southeast. Both

San Bernardino County and Riverside County are in-

fluenced by the Los Angeles urbanized area at their

most western edges. Both of these counties stretch

more than one hundred miles east to the Nevada and

Arizona borders, respectively, and on the whole, are

very rural counties. Los Angeles is spreading north-

west and southeast, influencing development in

Ventura, Santa Barbara, San Bernardino, San Luis

Obispo, and Kern counties. Also included in this EA

are the most southeastern county in California—Im-

perial County—and two rural Arizona locations—La

Paz and Yuma counties. Relating this growth to the

highway system, it is occurring in the I-5, I-8, and

I-10 corridors as well as along the coastal highway.

Under the uncontrolled-growth scenario, sprawl coun-

ties increase by an average of 80,018 households; ur-
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ban/suburban counties increase by an average of

260,045 households. Under the controlled-growth

scenario, sprawling counties increase by an average

of 33,690 households and urban/suburban counties

increase by an average of 445,357 households.

Sprawling rural and undeveloped counties have their

growth decreased by an average of 57.9 percent; ur-

ban and suburban counties have their growth in-

creased by 71.0 percent. Tables 5.15 and 5.16 present

the growth in households and employment under each

development scenario.

The most significantly growth-controlled counties are

Riverside, CA, and San Bernardino, CA, with house-

hold growth reduced by 67.5 percent and 63.2 per-

cent, respectively. The most significantly increased

county is Los Angeles, CA, with an increase in house-

hold growth of approximately 140 percent; this

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 640,142 80,018 1,125,322 140,665 269,518 33,690 522,851 65,356
Nonsprawl
Core Counties 520,089 260,045 1,884,830 942,415 890,713 445,357 1,766,287 883,144

Nonsprawl Rural and
Undev. Counties 0 0 0 0 0 0 0 0

EA 1,160,231 116,023 3,010,152 301,015 1,160,231 116,023 3,010,152 301,015

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Santa Barbara, CA R S-C 139,363 18,364 18,364 2.05 239,045 62,311 49,431 1.26
Ventura, CA R S-C 245,940 71,490 34,858 7.26 400,448 203,529 82,806 2.46
Kern, CA UND S-C 215,059 59,379 30,481 1.95 311,361 87,346 64,384 1.36
S. Bernardino, CA UND S-C 559,227 215,330 79,262 2.72 668,342 328,236 138,202 2.38
S. L. Obispo, CA UND S-C 89,061 22,098 12,623 1.75 125,173 48,933 25,884 1.89
Yuma+L. Paz, AZ UND S-C 51,980 16,551 9,844 1.68 72,939 31,063 19,163 1.62
Riverside, CA R S-NC 519,237 226,439 73,594 3.00 563,212 342,801 121,878 2.81
Imperial, CA UND S-NC 42,028 10,491 10,491 1.00 62,394 21,103 21,103 1.00

Receiving Counties

Los Angeles, CA U NS 3,138,637 240,128 581,460 .41 5,172,513 1,151,637 1,686,174 .68
Orange, CA U NS 955,539 279,961 309,253 .91 1,721,587 733,193 801,127 .92

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three types of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.15

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Los Angeles-Riverside-Orange, CA-AZ EA

Table 5.16

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Los Angeles-Riverside-Orange, CA-AZ EA
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Figure 5.15

Projected Sprawl: Uncontrolled-Growth Scenario

Los Angeles-Riverside-Orange, CA-AZ EA

Figure 5.16

Projected Sprawl: Controlled-Growth Scenario

Los Angeles-Riverside-Orange, CA-AZ EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.
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growth amounts to only 10.9 percent of the 2000 base

or 0.4 percent annually. Figures 5.15 and 5.16 show

sprawl locations for the uncontrolled- and controlled-

growth scenarios in the EA. Even with the significant

household growth increase directed to Los Angeles

County, only the two sprawling counties in Arizona

can be controlled. It should be noted that this EA has

very large geographic counties. If the sprawl growth

was determined to be occurring in only a portion of a

large county, as it is in San Bernardino, La Paz, and

Yuma counties, the counties are divided into sec-

tions with the appropriate portion (as opposed to

the whole county) indicating a sprawl location.

In summary, of the eight sprawling counties in the

Los Angeles-Riverside-Orange, CA-AZ EA, six are

controlled and two remain uncontrolled. The EA is

characterized by considerable levels of sprawl and

by considerable levels of control.

MIAMI-FORT LAUDERDALE, FL

EA (EA 31)

The Miami-Fort Lauderdale, FL EA is a historic tour-

ist and retirement destination. Tourists alone provide

economic support to many parts of the EA—to the

tune of several billion dollars per year. Along with

tourism, retirement in-migration has a key economic

impacts on the Miami-Fort Lauderdale, FL EA. The

retirement influx is slowing and changing in its eth-

nic composition. The fastest-growing employment

sectors in the region—services and retail—are espe-

cially reliant upon temporary (tourist) and permanent

(retiree) migrants to sustain their growth.

In the mid- to late 1990s, times were good in the Mi-

ami-Fort Lauderdale, FL EA. This success was fur-

ther amplified by the excellent transportation system

of the region. The FEC and CSX railroads traverse

the entire region, as do the Florida Turnpike and I-95.

While I-95 is becoming impassable, other routes have

some excess capacity. This is especially true of the

railroads. There are international seaports and airports

in the region and a number of academic institutions.

These encourage the development of local economic

agglomerations. The clusters, often composed of high-

tech companies, draw upon the expertise of univer-

sity settings. An example in southern Palm Beach

County includes the grouping of IBM, Siemen,

Motorola, Northern Telecom Electronics, Phillips

Components, Pratt & Whitney, Northrup Grum-

man, and Piper Aircraft.

While most of the Miami-Fort Lauderdale, FL EA

generally has prospered in recent years, older subur-

ban areas have declined. While some urban areas are

on the rise, older suburban areas have paid the price

of continued sprawl. The increased reliance on cars

and trucks in lieu of mass transit systems, along with

the building of hundreds of thousands of suburban

tract houses in western areas and thousands of miles

of highways, has pulled households and businesses

out of older developed eastern suburbs.

The Miami-Fort Lauderdale, FL EA ranks in the top

10 EAs nationwide in total growth. This growth also

places it in the top 10 EAs in sprawl development.

This South Region EA comprises 10 counties. Of

these counties, seven are sprawling and represent

sending locations; one is a nonsprawling urban county

and represents a receiving location. The remaining

two counties are relatively slow- or no-growth rural

and undeveloped counties where sprawl is not a sig-

nificant factor. Sprawling counties are Broward, FL;

Hendry, FL; Martin, FL; Palm Beach, FL; St. Lucie,

FL; Indian River, FL; and Monroe, FL. Broward

County, FL is different from most other counties in-

cluded here since it is a sprawling suburban county

whose sprawl is triggered primarily by employment

growth. This results in the county receiving house-

holds yet exporting employment in an attempt to be

controlled. The urban county is the county of Miami-

Dade, FL.

The Miami-Fort Lauderdale metropolitan area ex-

tends due north from southern Miami-Dade County

through Broward, Palm Beach, Martin, St. Lucie, and

Indian River counties and south through Monroe

County. It thus encompasses the regional planning

areas of the Treasure Coast and South Florida Re-
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gional Planning Commissions. These contain the

sprawling counties of the Miami-Fort Lauderdale, FL

EA. Two very rural counties that are part of this EA

but not considered sprawling due to their relatively

slow growth are Glades and Okeechobee counties.

Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 78,248

households; the urban county increases by 127,137

households. Under the controlled-growth scenario,

sprawl counties increase by an average of 65,065

households; the urban county increases by 215,654.

Sprawling rural and undeveloped counties have their

growth decreased by an average of 52 percent;

nonsprawling urban Miami-Dade County has its

growth increased by 69.6 percent. Tables 5.17 and

5.18 present the growth for both households and em-

ployment under each scenario. The most significantly

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 547,741 78,248 820,112 117,159 459,224 65,603 708,377 101,197
Nonsprawl
Core Counties 127,137 127,137 392,340 392,340 215,654 215,654 504,075 504,075

Nonsprawl Rural and
Undev. Counties 3,879 1,940 7,330 3,665 3,879 1,940 7,330 3,665

EA 678,757 67,876 1,219,782 121,978 678,757 67,876 1,219,782 121,978

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Martin, FL R S-C 52,436 29,319 10,080 2.91 61,327 30,710 19,163 1.60
St. Lucie, FL R S-C 72,431 34,586 13,924 2.48 69,324 19,061 19,061 1.00
Broward, FL S S-C 639,166 221,368 234,392 0.94 844,725 417,679 366,953 1.14
Palm Beach, FL S S-C 456,082 232,519 175,355 1.33 585,037 290,221 254,143 1.14
Hendry, FL UND S-C 10,247 3,426 3,426 1.00 17,773 7,023 7,023 1.00
Indian River, FL R S-NC 42,788 14,320 9,844 1.45 52,650 24,049 22,871 1.05
Monroe, FL UND S-NC 37,241 12,203 12,203 1.00 53,225 31,369 19,163 1.64

Receiving Counties

Miami-Dade, FL S NS 761,628 127,137 215,654 0.59 1,205,394 392,340 504,075 0.78

Slow- or No-Growth Counties

Glades, FL UND NS 3,112 814 814 1.00 2,419 1,141 1,141 1.00
Okeechobee, FL UND NS 11,131 3,065 3,065 1.00 13,210 6,189 6,189 1.00

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.17

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Miami-Fort Lauderdale, FL EA

Table 5.18

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Miami-Fort Lauderdale, FL EA
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Figure 5.17

Projected Sprawl: Uncontrolled-Growth Scenario

Miami-Fort Lauderdale, FL EA

Figure 5.18

Projected Sprawl: Controlled-Growth Scenario

Miami-Fort Lauderdale, FL EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.
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growth-controlled county is Palm Beach, FL, with a

reduction in household growth of 24.6 percent. Over-

all, sprawl counties’ absolute growth is reduced by

about 100,000 households, or by 20 percent. The

county with the most increased growth under the con-

trolled-growth scenario is Miami-Dade, FL, with a

household growth of 75 percent, or 75,000 house-

holds. In the Miami-Fort Lauderdale, FL EA, five

counties remain unchanged under the two growth sce-

narios. Figures 5.17 and 5.18 show the sprawl coun-

ties under uncontrolled- and controlled-growth sce-

narios in the EA.

Of the original seven sprawling counties in the Mi-

ami-Fort Lauderdale EA, five are controlled. Two

sprawling counties (Indian River, FL, and Monroe,

FL) remain uncontrolled. The EA is characterized by

both considerable sprawl and considerable potential

control of sprawl. Projected growth for Monroe

County under the uncontrolled-growth scenario is

much greater than the county can accommodate un-

der current hurricane and barrier island development

restrictions. If growth is directed elsewhere under the

uncontrolled-growth scenario, this could affect the

ability to exert sprawl control in Broward County in

the future.

MINNEAPOLIS-ST. PAUL,

MN-WI-IA EA (EA 107)

Minneapolis, the largest city in Minnesota, is the cen-

ter of finance, industry, trade, and transportation for

the Upper Midwest. Minneapolis is just west of St.

Paul, its “Twin City,” separated from it by the Mis-

sissippi River. Minneapolis is also a center for graphic

arts, electronics, and instruments as well as a trans-

portation center and distribution point for the Up-

per Midwest. Banking, insurance, and other ser-

vices are important. Major industries include

machinery and metal fabricating, plastics, comput-

ers, and publishing.

Minneapolis-St. Paul, MN-WI-IA EA is considered

to be one of the highest quality-of-life locations in

the United States. It is a region characterized by rela-

tively low housing costs, the availability of quality

education, and comparatively high wages. The region

is also noted for its tax-base sharing and significant

state aid to poorer urban and suburban school dis-

tricts. The Minneapolis-St. Paul, MN-WI-IA EA is

further known for its attention to physical environ-

ment and transportation planning. The region is

one of the fastest-growing metropolitan areas of

the Midwest.

The Minneapolis-St. Paul, MN-WI-IA EA ranks in

the top 30 EAs nationwide in total growth. This

growth also places it in the top 30 EAs in sprawl de-

velopment. The Midwest Region EA comprises 70

counties. Of those counties, 16 are sprawling and rep-

resent sending locations; five are nonsprawling sub-

urban or urban counties and represent receiving lo-

cations. The remaining 49 counties are slow- or

no-growth rural and undeveloped counties where

sprawl is not a significant factor. Sprawl counties are

Beltrami, MN; Benton, MN; Burnett, WI; Carver,

MN; Cass, MN; Chisago, MN; Crow Wing, MN; Eau

Claire, WI; Goodhue, MN; Isanti, MN; Pine, MN;

Scott, MN; Sherburne, MN; St. Croix, WI; Stearns,

MN; and Wright, MN. Urban and suburban counties

are Anoka, MN; Dakota, MN; Washington, MN;

Hennepin, MN; and Ramsey, MN.

The city of Minneapolis is located in Hennepin

County; so too is the nation’s biggest mall, “The Mall

of America.” The city of St. Paul is in Ramsey County

to the east. Anoka County is north of Minneapolis-St.

Paul, and Dakota County is due south. Washington

County is the county immediately east of St. Paul.
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 131,694 8,231 204,969 12,811 86,766 5,423 142,369 8,898

Nonsprawl
Core Counties 227,902 45,580 617,953 123,591 274,319 54,864 684,283 136,857

Nonsprawl Rural and
Undev. Counties 40,008 816 132,679 2,708 38,519 786 128,949 2,632

EA 399,604 5,709 955,601 13,651 399,604 5,709 955,601 13,651

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Benton, MN R S-C 13,043 5,077 3,779 1.34 18,259 6,661 5,429 1.23
Carver, MN R S-C 23,003 9,191 6,664 1.38 39,223 12,605 11,663 1.08
Chisago, MN R S-C 14,449 6,701 4,186 1.60 16,853 7,063 5,011 1.41
Eau Claire, WI R S-C 35,547 13,567 9,844 1.38 63,571 29,326 18,903 1.55
Scott, MN R S-C 28,142 21,527 8,153 2.64 43,312 33,580 12,879 2.61
Sherburne, MN R S-C 19,636 8,510 5,689 1.50 22,798 8,328 6,779 1.23
St. Croix, WI R S-C 20,844 5,206 5,206 1.00 33,064 9,128 9,128 1.00
Stearns, MN R S-C 45,823 15,567 9,844 1.58 97,212 32,503 19,163 1.70
Wright, MN R S-C 29,367 12,166 8,508 1.43 37,955 14,631 11,286 1.30
Beltrami, MN UND S-C 14,452 5,673 4,187 1.35 22,354 8,660 6,647 1.30

Burnett, WI UND S-C 6,460 3,621 1,872 1.93 8,230 4,733 4,733 1.00
Cass, MN UND S-C 10,874 6,535 3,150 2.07 14,516 9,108 4,316 2.11
Crow Wing, MN UND S-C 20,827 5,008 5,008 1.00 30,589 7,895 7,895 1.00
Goodhue, MN UND S-C 17,026 5,954 4,933 1.21 30,240 11,205 8,992 1.25
Isanti, MN UND S-C 10,711 3,899 3,103 1.26 14,268 4,854 4,854 1.00
Pine, MN UND S-C 9,114 3,492 2,640 1.32 12,016 4,689 4,689 1.00

Receiving Counties

Anoka, MN U NS 104,425 49,730 49,730 1.00 138,367 61,676 61,676 1.00
Dakota, MN U NS 128,899 71,220 71,220 1.00 190,133 98,630 98,630 1.00
Washington, MN U NS 70,903 47,261 47,261 1.00 79,253 54,136 54,136 1.00
Hennepin, MN UC NS 445,193 52,890 82,381 0.64 1,012,840 263,632 323,901 .81
Ramsey, MN UC NS 194,540 6,801 23,727 0.29 387,789 139,879 145,939 .96

Table 5.19

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Minneapolis-St. Paul, MN-WI-IA EA

Table 5.20

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Minneapolis-St. Paul, MN-WI-IA EA

Continued on next page
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County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Slow- or No-Growth Counties

Barron, WI R NS 17,462 4,160 4,160 1.00 28,280 7,921 7,921 1.00
Blue Earth, MN R NS 20,088 1,732 1,732 1.00 42,757 14,661 12,714 1.15
Chippewa, WI R NS 20,633 2,263 2,263 1.00 29,387 5,246 5,246 1.00
Pierce, WI R NS 12,261 1,076 1,076 1.00 15,248 2,762 2,762 1.00
Rice, MN R NS 18,192 1,330 1,330 1.00 30,300 6,057 6,057 1.00
Steele, MN R NS 12,153 1,777 1,777 1.00 23,507 5,720 5,720 1.00
Aitkin, MN UND NS 5,880 768 768 1.00 6,167 1,176 1,176 1.00
Brown, MN UND NS 10,650 355 355 1.00 18,959 1,912 1,912 1.00
Chippewa, MN UND NS 5,244 -409 -409 1.00 8,546 1,941 1,941 1.00
Clearwater, MN UND NS 3,099 17 17 1.00 4,015 166 166 1.00

Cottonwood, MN UND NS 4,948 -438 -438 1.00 8,003 1,264 1,264 1.00
Douglas, MN UND NS 12,368 2,985 2,985 1.00 20,433 6,074 6,074 1.00
Dunn, WI UND NS 14,482 5,685 4,196 1.35 22,260 8,175 6,619 1.24
Faribault, MN UND NS 6,559 -855 -855 1.00 9,242 324 324 1.00
Freeborn, MN UND NS 12,648 -1,086 -1,086 1.00 17,229 2,831 2,831 1.00
Grant, MN UND NS 2,415 -289 -289 1.00 3,724 370 370 1.00
Hubbard, MN UND NS 6,872 2,557 2,557 1.00 8,031 3,104 3,104 1.00
Jackson, MN UND NS 4,590 -433 -433 1.00 6,966 606 606 1.00
Kanabec, MN UND NS 5,280 343 343 1.00 6,567 644 644 1.00
Kandiyohi, MN UND NS 16,213 4,105 4,105 1.00 28,438 8,683 8,456 1.03

Lac Qui Parle, MN UND NS 3,280 -96 -96 1.00 4,499 42 42 1.00
Le Sueur, MN UND NS 9,325 981 981 1.00 12,331 2,240 2,240 1.00
Lincoln, MN UND NS 2,618 -303 -303 1.00 3,439 237 237 1.00
Lyon, MN UND NS 9,589 1,233 1,233 1.00 19,639 3,528 3,528 1.00
Martin, MN UND NS 9,032 -441 -441 1.00 13,854 1,791 1,791 1.00
McLeod, MN UND NS 13,123 3,237 3,237 1.00 25,570 7,550 7,550 1.00
Meeker, MN UND NS 8,062 291 291 1.00 9,888 706 706 1.00
Mille Lacs, MN UND NS 8,099 2,739 2,739 1.00 12,210 4,567 4,567 1.00
Morrison, MN UND NS 11,031 800 800 1.00 16,017 2,222 2,222 1.00
Murray, MN UND NS 3,738 -544 -544 1.00 4,906 46 46 1.00

Nicollet, MN UND NS 10,746 2,395 2,395 1.00 18,162 4,463 4,463 1.00
Nobles, MN UND NS 7,708 -650 -650 1.00 15,089 3,133 3,133 1.00
Osceola, IA UND NS 2,755 -220 -220 1.00 3,817 190 190 1.00
Pepin, WI UND NS 2,685 -44 -44 1.00 3,696 101 101 1.00
Polk, WI UND NS 14,743 1,979 1,979 1.00 19,838 3,783 3,783 1.00
Pope, MN UND NS 4,326 50 50 1.00 5,741 516 516 1.00
Redwood, MN UND NS 6,446 -657 -657 1.00 10,848 2,331 2,331 1.00
Renville, MN UND NS 6,565 -770 -770 1.00 9,549 863 863 1.00
Rusk, WI UND NS 6,058 720 720 1.00 8,623 1,590 1,590 1.00
Sawyer, WI UND NS 6,886 3,005 3,005 1.00 9,167 4,115 4,115 1.00

Sibley, MN UND NS 5,548 63 63 1.00 6,677 266 266 1.00
Stevens, MN UND NS 3,713 -217 -217 1.00 6,379 603 603 1.00
Swift, MN UND NS 4,093 -633 -633 1.00 6,262 911 911 1.00
Todd, MN UND NS 9,110 466 466 1.00 11,492 864 864 1.00
Wadena, MN UND NS 5,128 356 356 1.00 7,933 1,037 1,037 1.00
Waseca, MN UND NS 6,956 751 751 1.00 11,319 2,645 2,645 1.00
Washburn, WI UND NS 6,214 687 687 1.00 7,458 1,245 1,245 1.00
Watonwan, MN UND NS 4,527 -281 -281 1.00 6,879 383 383 1.00
Yel. Medici., MN UND NS 4,555 -532 -532 1.00 6,854 1,074 1,074 1.00

Source: Center for Urban Policy Research, Rutgers University.
Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.20—Continued
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Figure 5.19

Projected Sprawl: Uncontrolled-Growth Scenario

Minneapolis-St. Paul, MN-WI-IA EA

Figure 5.20

Projected Sprawl: Controlled-Growth Scenario

Minneapolis-St. Paul, MN-WI-IA EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.
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Close-in, developing counties near Minneapolis are

Scott, Carver, Wright, and Sherburne counties. Sprawl

is occurring along I-94 southeast and northwest of

Minneapolis and along I-35 south and north of Min-

neapolis. Sprawl is also taking place along State

Route 371 west of Grand Rapids and north of

Brainerd.

Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 8,231 house-

holds; urban and suburban counties increase by

45,580 households. Under the controlled-growth sce-

nario, all sprawling counties are controlled. These

sprawling counties increase in household growth by

an average of 5,423 households; urban and suburban

counties increase by an average of 54,864. Sprawl-

ing rural and undeveloped counties experience growth

decreases of an average of 34 percent; urban and sub-

urban counties experience growth increases of 20 per-

cent. Tables 5.19 and 5.20 list the growth in house-

holds and employment under each scenario. The most

significant growth-controlled counties are Burnett,

WI, and Scott, MN, with their household growth re-

duced by 48.3 percent and 62.1 percent, respectively.

In this EA, approximately 49 counties remain un-

changed under the two growth scenarios. These are

the slow or no-growth counties. The most significantly

increased counties in growth are Hennepin, MN (Min-

neapolis) and Ramsey, MN (St. Paul), with their

growth in households increased by 55.8 percent and

248.9 percent, respectively. The latter’s increased

growth amounts to a total of only 8.7 percent of the

2000 base, or 0.3 percent annually. Figures 5.19 and

5.20 show sprawl locations under the uncontrolled-

and controlled-growth scenarios for the EA.

In summary, all 16 sprawling counties are controlled

by redirecting growth back into Hennepin, Ramsey,

and other suburban counties. Overall, the EA is char-

acterized by both considerable sprawl and very sig-

nificant control of sprawl.

NY-NORTHERN NJ-LONG

ISLAND, NY-NJ-CT-PA-MA-VT

EA (EA 10)

The NY-Northern NJ-Long Island, NY-NJ-CT-PA-

MA-VT EA encompasses New York City, NY, and

its immediate suburbs. This is one of the highest per-

capita-income and educational-attainment areas of the

country and the financial and cultural capital of the

United States. Lower Manhattan is the financial cen-

ter, and mid-Manhattan contains more theaters and

cultural attractions than any other city in the world.

Both financial and personal services dominate the

economy of this nearly 60-county metropolitan area.

The New York metropolitan area contains three of

the 10 largest-volume airports in the United States.

The Port of New York-Newark is the largest-volume

freight port on the East Coast. The number of physi-

cians, Ph.D. faculty members, and lawyers in the NY-

Northern NJ-Long Island, NY-NJ-CT-PA-MA-VT EA

exceeds that found in the ten largest countries in the

world (as measured by GNP).

Occupying half the number of component counties

(31) of the NY-Northern NJ-Long Island, NY-NJ-CT-

PA-MA-VT EA, the Tri-State Metropolitan Region

consists of nearly 20 million people living in approxi-

mately 1,600 cities, towns, and villages. It encom-

passes an area nearly 13,000 square miles at the cen-

ter of the Boston-Washington northeast metropolitan

corridor. New York City, the core of the NY-North-

ern NJ-Long Island, NY-NJ-CT-PA-MA-VT EA, has

578 miles of waterfront; 6,375 miles of streets; 18,000

eating establishments; 62,500 hotels rooms; 3 airports;

12 subway routes; over 650 miles of track for 5,800

subway cars; 12,000 taxis; and 4,000 buses.

The NY-Northern NJ-Long Island, NY-NJ-CT-PA-

MA-VT EA ranks nationally in the top 30 EAs in to-

tal growth and also in the top 30 EAs in sprawl growth.

This Northeast Region EA comprises 58 counties. Of

those counties, 20 are sprawling and represent send-

ing locations; 21 are nonsprawling suburban or ur-

ban counties and represent receiving locations. The

remaining 17 are slow- or no-growth rural and unde-

veloped counties where sprawl is not a significant

factor. Sprawling areas consist of the counties of

Bennington, VT; Dutchess, NY; Hunterdon, NJ;

Litchfield, CT; Luzerne, PA; Monmouth, NJ; Mon-
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 244,512 12,226 671,949 33,597 225,373 11,269 562,149 28,107

Nonsprawl
Core Counties 44,528 2,120 1,372,782 65,371 63,667 3,032 1,490,700 70,986

Nonsprawl Rural and
Undev. Counties 20485 1,205 121,379 7,140 20,485 1,205 113,261 6,662

EA 309,525 5,337 2,166,110 37,347 309,525 5,337 2,166,110 37,347

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Dutchess, NY R S-C 93,072 6,292 6,292 1.00 134,202 38,801 19,163 2.02
Hunterdon, NJ R S-C 43,434 9,066 8,470 1.07 63,415 18,028 15,707 1.15

Litchfield, CT R S-C 70,513 7,779 7,779 1.00 91,825 11,079 11,079 1.00
Luzerne, PA R S-C 127,700 -2,116 -2,116 1.00 170,174 28,735 21,075 1.36
Monroe, PA R S-C 45,293 12,982 8,832 1.47 57,068 8,904 8,904 1.00

New London, CT R S-C 95,158 8,308 8,308 1.00 159,006 41,972 19,692 2.13
Orange, NY R S-C 110,974 15,796 10,820 1.46 155,836 41,004 19,299 2.12
Putnam, NY R S-C 31,776 6,669 6,196 1.08 32,041 10,658 7,936 1.34
Sussex, NJ R S-C 49,725 9,469 9,469 1.00 54,035 16,210 13,384 1.21

Tolland, CT R S-C 46,541 2,626 2,626 1.00 53,591 7,188 7,188 1.00

Monmouth, NJ S S-C 218,652 34,703 34,943 0.99 297,224 60,301 61,235 .98
Morris, NJ S S-C 162,345 14,776 15,287 0.97 326,478 86,878 80,865 1.07

Ocean, NJ S S-C 192,008 43,551 37,442 1.16 185,620 44,634 44,728 1.00
Somerset, NJ S S-C 102,988 20,189 20,083 1.01 199,444 76,520 49,400 1.55
Suffolk, NY S S-C 447,668 35,952 37,506 0.96 694,937 144,919 146,826 .99

Bennington, VT UND S-C 14,622 1,299 1,299 1.00 24,764 6,583 6,134 1.07
Pike, PA UND S-C 15,380 6,891 2,999 2.30 11,748 3,726 3,726 1.00

Union, PA UND S-C 12,675 1,296 1,296 1.00 20,254 869 869 1.00
Wayne, PA UND S-C 17,135 4,483 3,341 1.34 18,956 3,784 3,784 1.00
Middlesex, CT R S-NC 57,944 4,501 4,501 1.00 85,487 21,156 21,156 1.00

Table 5.21

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

NY-Northern NJ-Long Island, NY-NJ-CT-PA-MA-VT EA

Table 5.22

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

NY-Northern NJ-Long Island, NY-NJ-CT-PA-MA-VT EA

Continued on next page
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roe, PA; Morris, NJ; New London, CT; Ocean, NJ;

Orange, NY; Pike, PA; Putnam, NY; Somerset, NJ;

Suffolk, NY; Sussex, NJ; Tolland, CT; Union, PA;

Wayne, PA; and Middlesex, CT. Suburban and urban

locations consist of Fairfield, CT; Hampden, MA;

Hartford, CT; Lehigh, PA; Mercer, NJ; New Haven,

CT; Northampton, PA; Rockland, NY; Westchester,

NY; Bergen, NJ; Essex, NJ; Middlesex, NJ; Nassau,

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Receiving Counties

Fairfield, CT S NS 312,466 12,127 13,604 0.89 540,039 84,908 88,333 .96
Hampden, MA S NS 168,962 -1,372 -333 4.12 234,711 26,597 28,808 .92
Hartford, CT S NS 318,504 -11,945 -9,703 1.23 595,023 93,540 97,314 .96
Lehigh, PA S NS 118,133 5,902 6,421 0.92 192,461 28,116 29,487 .95
Mercer, NJ S NS 120,800 7,493 7,979 0.94 239,504 60,604 59,322 1.02
New Haven, CT S NS 303,990 1,514 3,263 0.46 447,432 38,313 43,396 .88
Northampton, PA S NS 97,238 5,266 5,681 0.93 110,594 20,805 21,267 .98
Rockland, NY S NS 91,340 7,431 7,745 0.96 134,410 27,695 28,087 .99
Westchester, NY S NS 332,367 9,377 11,055 0.85 498,913 71,634 75,275 .95
Bergen, NY U NS 321,204 12,231 12,770 0.96 555,196 83,148 90,173 .92

Essex, NY U NS 267,782 -28,844 -28,099 1.03 435,368 48,128 54,834 .88
Middlesex, NJ U NS 255,908 25,045 25,359 0.99 449,392 121,473 123,361 .98
Nassau, NY U NS 441,890 -3,490 -2,594 1.35 738,117 93,486 104,021 .90
Passaic, NJ U NS 160,589 240 554 0.43 222,325 32,400 35,276 .92
Richmond, NY U NS 141,543 18,142 18,283 0.99 115,272 48,613 48,613 1.00
Union, NJ U NS 182,099 -2,776 -2,397 1.16 277,334 879 7,238 .12
Bronx, NY UC NS 430,655 32,919 33,517 0.98 264,981 31,880 35,780 .89
Hudson, NJ UC NS 207,646 -10,998 -10,506 1.05 283,977 56,063 58,707 .95
Kings, NY UC NS 821,017 -46,650 -44,681 1.04 575,243 124,290 128,895 .96
New York, NY UC NS 747,872 -206 1,267 -0.16 2,503,961 232,015 273,721 .85

Queens, NY UC NS 741,006 13,122 14,481 0.91 603,714 48,195 58,793 .82

Slow- or No-Growth Counties

Berkshire, MA R NS 54,005 -760 -760 1.00 77,736 15,645 15,645 1.00
Carbon, PA R NS 23,251 1,260 1,260 1.00 21,560 2,665 2,665 1.00
Columbia, PA R NS 24,199 461 461 1.00 34,310 5,317 5,317 1.00
Hampshire, MA R NS 53,535 2,829 2,829 1.00 79,034 11,224 11,224 1.00
Lackawanna, PA R NS 83,119 -3,326 -3,326 1.00 121,145 19,417 19,417 1.00
Montour, PA R NS 6,885 566 566 1.00 14,107 3,359 3,359 1.00
Northumber., PA R NS 38,414 -380 -380 1.00 39,999 1,275 1,275 1.00
Ulster, NY R NS 62,773 4,663 4,663 1.00 78,935 27,281 19,163 1.42
Warren, NJ R NS 37,338 5,894 5,894 1.00 46,292 7,785 7,785 1.00
Windham, CT R NS 38,888 2,260 2,260 1.00 48,897 9,755 9,755 1.00

Clinton, PA UND NS 14,110 46 46 1.00 15,474 2,038 2,038 1.00
Franklin, MA UND NS 29,101 2,306 2,306 1.00 35,744 1,423 1,423 1.00
Lycoming, PA UND NS 45,945 1,048 1,048 1.00 65,920 7,863 7,863 1.00
Snyder, PA UND NS 13,615 1,106 1,106 1.00 20,753 1,077 1,077 1.00
Sullivan, NY UND NS 25,521 1,496 1,496 1.00 32,947 3,218 3,218 1.00
Sullivan, PA UND NS 2,342 33 33 1.00 2,868 623 623 1.00
Wyoming, PA UND NS 10,785 983 983 1.00 12,511 1,414 1,414 1.00

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.22—Continued
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Figure 5.21

Projected Sprawl: Uncontrolled-Growth Scenario

NY-Northern NJ-Long Island, NY-NJ-CT-PA-MA-VT EA

Figure 5.22

Projected Sprawl: Controlled-Growth Scenario

NY-Northern NJ-Long Island, NY-NJ-CT-PA-MA-VT EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.
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NY; Passaic, NJ; Richmond, NY; Union, NJ; Bronx,

NY; Hudson, NJ; Kings, NY; New York, NY; and

Queens, NY. New York City’s five boroughs consist

of New York, Kings, Queens, Bronx, and Richmond

counties. Other suburban and urban locations on the

New York City side of the Hudson River are Nassau,

Westchester, Fairfield, New Haven, and Hartford

counties. On the New Jersey side of the Hudson River

are Mercer, Middlesex, Union, Essex, Hudson,

Bergen, and Passaic counties in New Jersey and

Rockland County in New York. Similar suburban and

urban locations immediately west of Trenton, NJ, are

Northhampton and Lehigh counties in Pennsylvania.

Sprawl is taking place along the Garden State Park-

way, the New Jersey Turnpike, and Routes I-80 and

I-78 in New Jersey; along Routes I-95 and I-84 in

Connecticut; the Long Island Expressway, I-28 and

I-384, and the lower New York State Thruway in New

York; and along the eastern terminus of I-84, I-80,

I-78, and I-76 in Pennsylvania.

Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 12,226

households; suburban and urban areas increase by

2,120 households. Under the controlled-growth sce-

nario, sprawl counties increase by an average of

11,269 households; suburban and urban areas increase

by 3,032 households. Sprawling rural and undevel-

oped counties decrease by an average of 16.0 per-

cent; urban and suburban counties increase by 43.0

percent. The former percentage is reflective of the

large number of receiving counties in this EA as well

as the low average growth of sending counties. Tables

5.21 and 5.22 present the growth in households and

employment under each scenario.

The most significantly growth-controlled counties are

Monroe, NY; Orange, NY; Ocean, NJ; Pike, PA; and

Wayne, PA. In the NY-Northern NJ-Long Island, NY-

NJ-CT-PA-MA-VT EA, 39 counties remain un-

changed under the two growth scenarios. The most

significantly increased growth counties are Hartford,

CT; New Haven, CT; and Westchester, NY. In the

case of Hartford County, it is not an absolute increase

but rather a slowing of the decrease in household

growth. Figures 5.21 and 5.22 show sprawl locations

for the uncontrolled- and the controlled-growth sce-

narios in the EA.

Of the 20 sprawling counties, 19 are controlled. Only

one sprawling county, Middlesex, CT, remains un-

controlled. Overall, the EA is characterized by both

significant sprawl and significant sprawl control.

PORTLAND-SALEM, OR-WA EA

(EA 167)

The Portland-Salem, OR-WA EA focuses on Portland,

OR, a city of 500,000 inhabitants and the largest and

principal city in the state of Oregon. Portland, OR, is

10 miles southeast of the confluence of the Willamette

and Columbia rivers. The economy of the area is re-

liant upon exports of lumber, aluminum, and wheat

and the production of chemicals and electronic com-

ponents. Also located within the city’s bounds are

shipyards and meatpacking plants. Portland, OR,

served as a supply staging area for the northwest gold

rushes of the late nineteenth century. Portland has ex-

perienced significant growth in its service and finan-

cial sectors since 1980.

The Portland-Salem, OR-WA EA ranks nationally in

the top 20 EAs in total growth; this growth also places

it in the top 20 EAs in sprawl development. This

Western Region EA comprises 24 counties. Of those

counties, seven are sprawling rural and undeveloped

counties and represent sending locations; three are

nonsprawling suburban or urban counties and repre-
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 203,759 29,108 238,749 34,107 125,021 17,860 151,487 21,641
Nonsprawl
Core Counties 166,079 55,026 323,466 107,822 243,817 81,272 411,126 137,042

Nonsprawl Rural and
Undev. Counties 32,901 2,350 66,063 4,719 32,901 2,350 65,665 4,690

EA 401,739 16,739 628,278 26,178 401,739 16,739 628,278 26,178

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Benton, OR R S-C 30,322 9,367 9,367 1.00 50,051 16,377 16,377 1.00
Clackamas, OR R S-C 132,337 65,091 29,424 2.21 174,260 77,337 33,882 2.28
Yamhill, OR R S-C 28,499 7,906 7,906 1.00 39,361 10,542 10,542 1.00

Clark, WA S S-C 126,454 73,492 56,232 1.31 147,308 73,266 57,284 1.28
Deschutes, OR UND S-C 44,013 32,611 9,844 3.31 65,971 43,434 19,163 2.27
Jefferson, OR UND S-C 6,334 3,716 2,817 1.32 8,946 4,304 4,304 1.00

Lincoln, OR UND S-C 21,211 11,576 9,432 1.23 25,548 13,489 9,935 1.36

Receiving Counties

Marion, OR S NS 101,382 26,214 36,048 0.73 160,243 37,030 50,198 0.74
Washington, OR U NS 166,448 113,303 113,303 1.00 255,613 152,399 152,399 1.00

Multnomah, OR UC NS 266,098 25,562 94,466 0.27 534,368 134,037 208,529 0.64

Slow- or No-Growth Counties

Cowlitz, WA R NS 36,754 9,957 9,957 1.00 49,012 17,343 17,343 1.00
Polk, OR R NS 22,889 7,082 7,082 1.00 21,491 8,755 8,357 1.05
Clatsop, OR UND NS 14,434 1,128 1,128 1.00 21,091 5,442 5,442 1.00
Columbia, OR UND NS 16,297 1,796 1,796 1.00 14,192 3,404 3,404 1.00
Crook, OR UND NS 6,603 889 889 1.00 8,690 2,167 2,167 1.00
Hood River, OR UND NS 7,645 1,263 1,263 1.00 12,988 3,919 3,919 1.00
Klickitat, WA UND NS 7,105 592 592 1.00 8,450 1,704 1,704 1.00

Lake, OR UND NS 2,839 -61 -61 1.00 4,070 320 320 1.00
Linn, OR UND NS 40,212 6,021 6,021 1.00 56,041 15,808 15,808 1.00
Sherman, OR UND NS 733 -110 -110 1.00 1,127 51 51 1.00

Skamania, WA UND NS 3,880 2,229 2,229 1.00 2,838 1,542 1,542 1.00
Tillamook, OR UND NS 10,225 1,314 1,314 1.00 11,469 3,089 3,089 1.00
Wahkiakum, WA UND NS 1,564 249 249 1.00 1,503 454 454 1.00
Wasco, OR UND NS 9,342 552 552 1.00 11,621 2,065 2,065 1.00

Source: Center for Urban Policy Research, Rutgers University.
Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.23

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Portland-Salem, OR-WA EA

Table 5.24

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Portland-Salem, OR-WA EA
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Figure 5.23

Projected Sprawl: Uncontrolled-Growth Scenario

Portland-Salem, OR-WA EA

Figure 5.24

Projected Sprawl: Controlled-Growth Scenario

Portland-Salem, OR-WA EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.
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sent receiving locations. The remaining 14 counties

are slow- or no-growth rural and undeveloped coun-

ties where sprawl is not a significant factor. Sprawl-

ing counties are Benton, OR; Clark, WA; Deschutes,

OR; Jefferson, OR; Lincoln, OR; Yamhill, OR; and

Clackamas, OR. Urban and suburban counties are

Marion, OR; Washington, OR; and Multnomah, OR.

The city of Portland, OR, is in Multnomah County,

and the Portland Urban Growth Boundary encom-

passes the urban portions of Multnomah, Washing-

ton, and Clackamas counties. The city of Salem is in

Marion County, which is a bridge suburban county

between Salem and Bend, OR. Sprawl is taking place

from south of Clackamas to north of Eugene along

I-5 in Clackamas, Yamhill, Benton, and Lincoln coun-

ties, and from Salem to Bend along U.S. Route 20

and State Route 22 in Jefferson and Deschutes coun-

ties. It is also taking place north of Portland in Clark

County, WA.

Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 29,108

households; suburban and urban counties increase by

55,026 households. Under the controlled-growth sce-

nario, sprawl counties increase by an average of

17,860 households; suburban and urban counties in-

crease by 81,272 households. Sprawling rural and un-

developed counties have their growth decreased by

an average of 47.2 percent; urban and suburban coun-

ties have their growth increased by 47.7 percent.

Tables 5.23 and 5.24 present the growth in house-

holds and employment for each growth scenario. The

most significantly growth-controlled counties are:

Clark, WA; Deschutes, OR; Lincoln, OR; and

Clackamas, OR. The counties experiencing the most

significant increased growth are Marion, OR (Salem,

47 percent), and Multnomah, OR (Portland, 270 per-

cent). The latter’s increased growth amounts to a to-

tal of only 25.9 percent of the 2000 base or 1.0 per-

cent annually. Figures 5.23 and 5.24 show sprawl in

the uncontrolled- and controlled-growth scenarios for

the EAs. It should be noted that in the eastern portion

of this EA there are physically large counties. If it is

determined that sprawl growth is occurring in only a

portion of a large county, the county is divided into

sections, with the appropriate portion indicating its

sprawl status.

All seven sprawling counties are controlled. Overall,

the EA is characterized by a reasonable level of sprawl

and also by considerable control of sprawl.

RALEIGH-DURHAM-CHAPEL

HILL, NC EA (EA 19)

Raleigh, NC, is a city of 225,000, 50 miles south of

the Virginia border. Raleigh is part of the research

triangle (Raleigh, Durham, and Greensboro) and is

the capital of the state of North Carolina. The Ra-

leigh-Durham-Chapel Hill, NC EA has experienced

a very rapid economic restructuring in recent decades

as the old economy—based on textiles, tobacco, and

furniture manufacturing—made way for one increas-

ingly rooted in high technology, finance, and services.

An enormous research park, bounded by the state’s

three major universities, has grown to accommodate

the need. The strategy has been to encourage compa-

nies to expand their research into areas that these uni-

versities excel in, especially chemistry, electronics,

and pharmaceuticals. These efforts have led to sub-

stantial increases in employment in finance, insurance,

real estate, and electronics manufacturing. Similarly,

employment in education, law, engineering, social

services, and motion pictures has grown impressively,

attracted in part by less expensive labor and state tax

credits in these areas. Raleigh lies 30 miles distant

from two major interstates (I-95 to Fayetteville and

I-85 to Charlotte), each traversing the state in a north-

east-southwest direction. Raleigh-Durham is also the

terminus of Interstate 40 from Washington.

Raleigh is located in Wake County, which is east of

Durham County (containing the city of Durham) and

Orange County (containing the city of Chapel Hill).

The city of Greensboro in Guilford County, immedi-

ately to the west, is not part of the Raleigh-Durham-

Chapel Hill, NC EA. Sprawl is taking place all around

Wake County. This is true to the northeast and north-

west and in every direction to the south. To the south
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 217,193 27,149 320,931 40,116 211,110 26,389 316,273 39,534
Nonsprawl
Core Counties 22,346 22,346 55,025 55,025 28,429 28,429 59,683 59,683

Nonsprawl Rural and
Undev. Counties 17,498 2,187 36,059 4,507 17,498 2,187 36,059 4,507

EA 257,037 14,280 412,015 22,890 257,037 14,280 412,015 22,890

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Franklin, NC R S-C 17,267 7,360 5,912 1.24 13,976 5,452 5,452 1.00
Harnett, NC R S-C 31,155 8,639 8,639 1.00 31,895 9,412 9,412 1.00
Lee, NC R S-C 19,480 8,201 6,670 1.23 36,468 10,538 10,538 1.00
Nash, NC R S-C 34,511 6,134 6,134 1.00 55,415 14,962 14,962 1.00
Chatham, NC UND S-C 18,184 4,620 4,620 1.00 23,379 6,814 6,814 1.00
Johnston, NC R S-NC 41,373 18,515 18,515 1.00 45,767 19,472 16,966 1.15
Orange, NC S S-NC 45,715 19,534 16,430 1.19 73,455 25,772 23,621 1.09
Wake, NC S S-NC 233,218 144,190 144,190 1.00 439,414 228,509 228,509 1.00

Receiving Counties

Durham, NC S NS 83,026 22,346 28,429 0.79 185,601 55,025 59,683 .92

Slow- or No-Growth Counties

Edgecombe, NC R NS 20,636 1,462 1,462 1.00 29,488 3,633 3,633 1.00
Person, NC R NS 12,929 2,272 2,272 1.00 17,005 2,839 2,839 1.00
Vance, NC R NS 15,584 2,144 2,144 1.00 22,358 3,859 3,859 1.00
Wilson, NC R NS 27,015 5,794 5,794 1.00 46,319 12,455 12,455 1.00
Granville, NC UND NS 15,213 3,669 3,669 1.00 22,757 5,420 5,420 1.00
Halifax, NC UND NS 21,190 341 341 1.00 25,111 4,935 4,935 1.00
Northampton, NC UND NS 7,968 600 600 1.00 7,027 619 619 1.00
Sampson, NC UND NS 19,115 778 778 1.00 24,025 1,893 1,893 1.00
Warren, NC UND NS 6,756 438 438 1.00 5,592 406 406 1.00

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.25

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Raleigh-Durham-Chapel Hill, NC EA

Table 5.26

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Raleigh-Durham-Chapel Hill, NC EA
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Figure 5.25

Projected Sprawl: Uncontrolled-Growth Scenario

Raleigh-Durham-Chapel Hill, NC EA

Figure 5.26

Projected Sprawl: Controlled-Growth Scenario

Raleigh-Durham-Chapel Hill, NC EA

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.
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lie Chatham, Lee, Harnett (Fayetteville), and Johnston

counties. To the northeast and northwest are the rural

counties of Nash (Rocky Mount) and the suburban/

urban counties of Durham and Orange.

The Raleigh-Durham-Chapel Hill, NC EA ranks na-

tionally in the top 30 EAs in total growth. This growth

also places it in the top 20 EAs in sprawl develop-

ment. This South Region EA comprises 18 counties.

Of these 18 counties, eight are sprawling and repre-

sent sending locations; one is a nonsprawling subur-

ban county (Durham, NC) and is the only receiving

location. The remaining nine counties are slow- or

no-growth rural and undeveloped counties where

sprawl is not a significant factor. Sprawling counties

of the EA are Franklin, NC; Harnett, NC; Lee, NC;

Nash, NC; Chatham, NC; Johnston, NC; Orange, NC;

and Wake, NC. The last two counties, somewhat less

suburban than Durham and growing faster, are sub-

urban sprawl counties.

Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 27,149

households; nonsprawl suburban and urban counties

increase by 22,346 households. Under the controlled-

growth scenario, sprawl counties increase by an av-

erage of 26,389 households: nonsprawling suburban

and urban counties increase by an average of 28,429.

Sprawling rural and undeveloped counties have their

absolute growth decreased by an average of 5.5 per-

cent; nonsprawl urban and suburban counties have

their growth increased by 27.2 percent. Tables 5.25

and 5.26 present the growth in households and em-

ployment for each scenario.

The most significantly sprawl-controlled counties are

Franklin and Lee, NC, with their growth in house-

holds reduced by 19.7 percent and 18.7 percent, re-

spectively. In the Raleigh-Durham-Chapel Hill EA,

almost three-quarters of the counties (12) remain un-

changed under the two alternative growth scenarios.

These are the nine slow- or no-growth counties and

the three sprawling counties, which cannot be altered.

Notably increasing in its growth under the controlled

scenario is Durham, NC, with a household growth

increase of 27.2 percent. Of the three suburban coun-

ties in the EA, two (Wake and Orange counties) are

growing at an accelerated rate and need to have growth

diverted to other counties under the controlled-growth

scenario. The remaining county, Durham County, re-

ceives extra growth. Figures 5.25 and 5.26 map sprawl

locations in the EA under the uncontrolled- and con-

trolled-growth scenarios.

In summary, of the eight sprawling counties, five are

controlled and three remain uncontrolled. Overall, the

Raleigh-Durham-Chapel Hill, NC EA is character-

ized by both significant sprawl and by some measure

of control.

TUCSON, AZ EA (EA 159)

Tucson, AZ, is a city of 600,000 inhabitants located

on the Santa Cruz River, in the center of the Tucson,

AZ EA. The Tucson region produces aircraft parts,

electronic components, missile-directed weaponry,

and optical goods. The region is also a tourist and

retirement destination. Tucson, AZ, is the largest U.S.

city totally dependent on groundwater. This conflicts

significantly with rapidly growing residential neigh-

borhoods that often contain lawns and golf courses

requiring daily watering. The Tucson region is one of

the fastest-growing regions in the United States.

The Tucson, AZ EA in the West Region of the United

States comprises three counties. All three are sprawl-

ing counties, but they are not sending locations, since

there are no nonsprawling suburban or urban coun-

ties that can function as receiving locations within

this EA. The sprawling counties are Cochise, AZ;

Pima, AZ; and Santa Cruz, AZ.

Tucson, AZ, is located in the northeastern corner of

Pima County and is linked to Phoenix and Maricopa

County by I-10. Tucson, AZ, is linked by I-19 to

Nogales in Santa Cruz County and by I-10 through

Cochise County to Las Cruces, NM. Sprawl is taking

place along both I-19 and I-10.
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Table 5.27

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Tucson, AZ EA

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 203,936 67,979 229,659 76,553 203,936 67,979 229,659 76,553

Nonsprawl
Core Counties 0 0 0 0 0 0 0 0

Nonsprawl Rural and
Undev. Counties 0 0 0 0 0 0 0 0

EA 203,936 67,979 229,659 76,553 203,936 67,979 229,659 76,553

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sprawling Counties

Pima, AZ RC S-NC 339,176 184,260 184,260 430,569 204,822 204,822 1.00
Cochise, AZ UND S-NC 42,564 14,065 14,065 1.00 48,204 20,167 20,167 1.00
Santa Cruz, AZ UND S-NC 12,076 5,611 5,611 1.00 15,677 4,670 4,670 1.00

Source: Center for Urban Policy Research, Rutgers University.
Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC).
The three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.28

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios: Tucson, AZ EA

Source: Center for Urban Policy Research, Rutgers University.

Figure 5.27

Projected Sprawl: Uncontrolled- and Controlled-Growth Scenario

Tucson, AZ EA
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Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 67,979

households. Under the controlled-growth scenario,

since there are no receiving counties, sprawl coun-

ties increase at the same rate. Tables 5.27 and 5.28

present the growth for both households and employ-

ment under each scenario. The county of Pima, AZ,

where Tucson is located, has the most significant in-

crease in household growth (184,260). Figure 5.27

shows the uncontrolled-growth scenario for this EA.

All three counties in this EA are sprawling and con-

tinue to remain as such. The EA is characterized by

considerable sprawl and by no ability to exert inter-

county sprawl control.

WASHINGTON-BALTIMORE, DC-

MD-VA-WV-PA EA (EA 13)

Washington, DC, is a city of 600,000 located between

Maryland and Virginia on the east bank of the

Potomac River at its confluence with the Anacostia

River. Washington has been the nation’s capital since

1790; with the annexation of Georgetown (in the mid-

1800s), Washington and the District of Columbia

became coterminous.

The seat of the most influential government in the

free world, the Washington-Baltimore, DC-MD-VA-

WV-PA EA seems poised to lead in the developing

technological revolution. Knowledge-based and

service-oriented, the Washington-Baltimore, DC-

MD-VA-WV-PA EA economy continues to grow rap-

idly, encompassing biological research, computer ap-

plications, and data banks. Well-known organizations

such as National Geographic, the Library of Congress,

the Smithsonian Institution, Discovery Communica-

tions, and the Nature Conservancy are all part of this

industry. The federal government plays its part in this

economic restructuring. As the world’s biggest pro-

ducer of information, it is spurring the growth of busi-

nesses that mine, package, and resell its data. Federal

agencies are also the world’s largest financiers of basic

research, channeling large amounts of funding to

Washington-Baltimore, DC-MD-VA-WV-PA EA uni-

versities and laboratories.

Washington, DC, is a national, cultural, and tourism

center served by three major airports and the North-

east Corridor Line of the Amtrak railroad. The city

contains all major offices of the U.S. federal govern-

ment, which dominates regional employment. Wash-

ington, DC, is located 35 miles south of Baltimore,

MD, along Interstate 95. Around Baltimore and Wash-

ington, respectively, are Interstates 695 (the Baltimore

Beltway) and 495 (the Capital Beltway). Interstates

83, 70, 270, and 66 run west to east from Interstate 81

and terminate in the Baltimore-Washington region.

Interstate 81 parallels Interstate 95 through Virginia,

50 to 110 miles to the west. Sprawl is emerging in the

Washington-Baltimore, DC-MD-VA-WV-PA EA in

inner counties in multiple rings around both major

cities.

The Washington-Baltimore, DC-MD-VA-WV-PA EA

ranks nationally in the top 10 EAs in total growth.

This growth also places it in the top 10 EAs in sprawl

development. This South Region EA comprises

52 counties. Of those 52 counties, 23 are sprawling and

represent sending locations; eight are nonsprawling

suburban or urban counties and represent receiving

locations. The remaining 21 counties are slow- or no-

growth rural and undeveloped counties where sprawl

is not a significant factor. Sprawl counties in the EA

are Anne Arundel, MD; Berkeley, WV; Calvert, MD;

Caroline, VA; Carroll, MD; Charles, MD; Culpeper,

VA; Fauquier, VA; Frederick, VA; Frederick, MD;

Garrett, MD; Harford, MD; Howard, MD; Jefferson,

WV; King George, VA; Loudoun, VA; Montgomery,

MD; Orange, VA; Queen Anne, MD; Spotsylvania,
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

Household Growth Employment Growth Household Growth Employment Growth

Total Avg. Total Avg. Total Avg. Total Avg.

Sprawl Counties 459,204 19,965 746,394 32,452 264,794 11,513 572,216 24,879
Nonsprawl
Core Counties 292,476 36,559 1,044,022 130,503 486,886 60,861 1,224,668 153,084

Nonsprawl Rural and
Undev. Counties 42,729 2,035 96,652 4,602 42,729 2,035 90,184 4,294

EA 794,409 15,277 1,887,068 36,290 794,409 15,277 1,887,068 36,290

Source: Center for Urban Policy Research, Rutgers University.

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Sending Counties

Calvert, MD R S-C 24,388 13,304 5,765 2.31 24,128 13,387 8,922 1.50
Carroll, MD R S-C 54,709 29,083 9,844 2.95 63,369 37,860 19,163 1.98
Charles, MD R S-C 40,988 21,861 9,689 2.26 49,990 28,859 18,485 1.56
Frederick, VA R S-C 30,692 9,340 7,255 1.29 53,523 15,038 15,038 1.00
Frederick, MD R S-C 69,615 38,022 9,844 3.86 96,569 58,220 19,163 3.04
Jefferson, WV R S-C 16,010 8,183 3,785 2.16 16,845 9,575 6,229 1.54
King George, VA R S-C 6,309 2,776 2,776 1.00 10,904 4,604 4,604 1.00
Loudoun, VA R S-C 48,445 25,828 9,844 2.62 76,569 35,259 19,163 1.84
Spotsylvania, VA R S-C 37,651 23,296 8,900 2.62 53,101 32,841 19,163 1.71
St. Mary’s, MD R S-C 31,073 17,051 7,345 2.32 40,735 24,940 15,063 1.66

Stafford, VA R S-C 29,185 16,644 6,899 2.41 26,688 15,552 9,869 1.58
Warren, VA R S-C 12,516 6,174 2,959 2.09 11,055 6,387 6,387 1.00
Ann Arundel, MD S S-C 172,043 41,212 40,670 1.01 274,056 101,264 101,291 1.00
Berkeley, WV S S-C 28,956 17,319 6,845 2.53 33,711 21,375 12,465 1.71
Harford, MD S S-C 79,224 32,824 18,728 1.75 85,409 30,638 30,982 .99
Howard, MD S S-C 92,016 58,766 21,752 2.70 138,822 99,961 51,333 1.95
Montgomery, MD S S-C 320,635 66,887 73,261 .91 549,322 168,652 181,225 .93
Caroline, VA UND S-C 8,082 3,443 1,911 1.80 6,278 2,943 2,943 1.00
Culpeper, VA UND S-C 11,591 3,447 2,740 1.26 16,667 5,954 5,954 1.00
Fauquier, VA UND S-C 19,765 11,346 4,672 2.43 26,794 15,698 9,908 1.58

Garrett, MD UND S-C 11,549 4,932 2,730 1.81 17,574 8,069 6,498 1.24
Orange, VA UND S-C 9,710 3,049 3,049 1.00 10,244 2,904 2,904 1.00
Queen Anne, MD UND S-C 14,930 4,417 3,529 1.25 14,780 6,414 5,465 1.17

Table 5.29

Regional Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Washington-Baltimore, DC-MD-VA-WV-PA EA

Table 5.30

County Summary of Growth in Households and Employment

Under Uncontrolled- and Controlled-Growth Scenarios:

Washington-Baltimore, DC-MD-VA-WV-PA EA

Continued on next page
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VA; St. Mary’s, MD; Stafford, VA; and Warren,

VA. Urban and suburban counties in the EA are

the District of Columbia; Arlington, VA; Alexan-

dria, VA; Fairfax, VA; Prince William, VA; Baltimore

City, MD; and Prince Georges, MD.

Under the sprawl or uncontrolled-growth scenario,

sprawl counties increase by an average of 19,965

households; nonsprawl suburban and urban counties

increase by 36,560 households. Under the controlled-

growth scenario, sprawl counties increase by an av-

erage of 11,513 households; nonsprawl suburban and

urban counties increase by an average of 60,861.

Sprawling rural and undeveloped counties have their

absolute growth decreased by an average of 57.2 per-

cent; nonsprawl urban and suburban counties have

their growth increased by 66.5 percent. Tables 5.29

and 5.30 present the growth in households and em-

ployment under each scenario. The most significantly

sprawl-controlled county is Frederick, MD, with its

growth in households reduced by 74.1 percent. In the

Washington-Baltimore, DC-MD-VA-WV-PA EA,

more than 40 percent of the counties (21) remain un-

changed under the two alternative growth scenarios.

These are the 21 slow- or no-growth counties south

and west of Washington, DC. Noticeably increasing

County Households (HH) 2000–2025 Employment (Jobs) 2000–2025

HH Growth Under Job Growth Under

Name Type

Sprawl

Status

Year

2000

Un-

controlled Controlled

Control

Ratio

Year

2000

Un-

controlled Controlled

Control

Ratio

Receiving Counties

Baltimore, MD S NS 291,247 49,341 63,298 0.78 426,310 137,837 145,059 .95
Prince Geor., MD S NS 288,089 57,086 64,968 0.88 387,193 108,057 120,865 .89
Baltimore, MD U NS 253,309 -35,052 47,149 -0.74 461,452 60,935 121,688 .50
Fairfax, VA U NS 370,018 173,211 173,211 1.00 646,258 319,630 319,630 1.00
Prince Wil., MD U NS 105,008 56,539 56,539 1.00 129,303 74,021 74,021 1.00

Alexandria, VA UC NS 58,521 4,665 14,524 0.32 119,763 83,313 83,313 1.00
Arlington, VA UC NS 83,982 4,713 20,280 0.23 231,321 169,516 169,516 1.00
D. of Columbia UC NS 230,802 -18,027 46,918 -.38 739,343 90,713 190,576 .48

Slow- or No-Growth Counties

Allegany, MD R NS 29,294 -1,809 -1,809 1.00 37,657 13,463 13,463 1.00
Franklin, PA R NS 49,654 6,455 6,455 1.00 65,982 15,557 15,557 1.00
Mineral, WV R NS 10,880 1,733 1,733 1.00 8,431 2,604 2,604 1.00
Morgan, WV R NS 5,636 1,536 1,536 1.00 4,528 1,598 1,598 1.00
Talbot, MD R NS 14,160 3,054 3,054 1.00 23,551 5,007 5,007 1.00
Washington, MD R NS 49,328 10,530 10,530 1.00 72,302 25,630 19,163 1.34

Caroline, MD UND NS 11,381 2,539 2,539 1.00 11,512 3,048 3,048 1.00
Clarke, VA UND NS 4,588 718 718 1.00 5,917 1,402 1,402 1.00
Dorchester, MD UND NS 12,371 501 501 1.00 15,311 1,571 1,571 1.00
Fulton, PA UND NS 5,534 597 597 1.00 6,579 1,037 1,037 1.00

Grant, WV UND NS 4,504 1,233 1,233 1.00 6,641 2,289 2,289 1.00
Hampshire, WV UND NS 7,574 2,394 2,394 1.00 6,827 2,818 2,818 1.00
Hardy, WV UND NS 4,850 1,089 1,089 1.00 7,444 1,228 1,228 1.00
Kent, MD UND NS 7,385 756 756 1.00 10,759 2,352 2,352 1.00
Madison, VA UND NS 4,592 1,229 1,229 1.00 4,863 1,581 1,581 1.00
Page, VA UND NS 8,928 1,412 1,412 1.00 9,890 2,156 2,156 1.00

Randolph, WV UND NS 11,524 2,886 2,886 1.00 15,238 5,192 5,192 1.00
Rappahan., VA UND NS 2,965 1,253 1,253 1.00 3,007 1,398 1,398 1.00
Shenandoah, VA UND NS 14,032 3,279 3,279 1.00 19,398 3,569 3,569 1.00
Tucker, WV UND NS 3,149 144 144 1.00 4,256 2,333 2,333 1.00

Westmore., VA UND NS 6,810 1,200 1,200 1.00 4,960 819 819 1.00

Source: Center for Urban Policy Research, Rutgers University.

Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban Center (UC). The
three categories of sprawl status are: Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).

Table 5.30—Continued
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Figure 5.28

Projected Sprawl: Uncontrolled-Growth Scenario

Washington-Baltimore, DC-MD-VA-WV-PA EA

Source: Center for Urban Policy Research, Rutgers University.

Figure 5.29

Projected Sprawl: Controlled-Growth Scenario

Washington-Baltimore, DC-MD-VA-WV-PA EA

Source: Center for Urban Policy Research, Rutgers University.
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in growth under the controlled-growth scenario are

Baltimore, MD, and Washington, DC, where losses

of 35,000 and 18,000, respectively, are reversed by

an increase in households of approximately 45,000

in both locations. Of the 13 urban/suburban counties

in the EA, five are growing at an accelerated rate and

have growth diverted to other counties under the con-

trolled-growth scenario. Two are growing at a rea-

sonable rate and do not get extra growth under the

controlled-growth scenario. The remaining six are

slow-growth locations and receive extra growth. Fig-

ures 5.28 and 5.29 map sprawl locations in the EA

under the uncontrolled- and controlled-growth sce-

narios.

In summary, all 23 counties sprawling under the un-

controlled-growth scenario are subsequently con-

trolled. Overall, the Washington-Baltimore EA is char-

acterized by both considerable sprawl in counties and

by very considerable potential control of sprawl. The

massive spread of sprawl in all locations, but espe-

cially surrounding Washington, DC, is contained in

the immediate core counties under the controlled-

growth scenario.

CONCLUSION

The purpose of the foregoing analysis was to set forth

a system whereby uncontrolled and controlled sprawl

in multiple metropolitan areas can be studied. To what

degree do the underlying designations of urban, sub-

urban, rural, and undeveloped make sense? Are the

locations designated sprawl those that appear to be

sprawling locally? Is the control solution a workable

one, given growth trends, available land, and the

market realities of the area?

Most of the underlying designations of urban, subur-

ban, rural, and undeveloped in an area appear rea-

sonable. In the New York metropolitan area, desig-

nating the New York City boroughs of Manhattan,

Largest (%) Receiving

Counties (Name, %)

Fulton, GA (+200%)*

Travis, TX (+35%)

Jefferson, AL (+150%)*

Cook, IL (- to +)

Denver, CO (+251%)*

–––

Franklin, KY (+67%)

L. Angeles, CA (+142%)*

Miami-Dade, FL (+70%)

Ramsey, MN (+249%)*

Westchester, NY (+19%)

Multnomah, OR (+270%)*

Durham, NC (+27%)

–––

Baltimore, MD (- to +)

Largest (%) Sending

Counties (Name, %)

Fayette (-65%)

Hays, TX (-50%)

Tuscaloosa, AL (-47%)

Porter, IN (-50%)

Larimer, CO (-44%)

–––

Floyd, KY (-22%)

Riverside, CA (-67%)

Palm Beach, FL (-25%)

Scott, MN (-62%)

Pike, PA (-56%)

Deschutes, OR (-70%)

Franklin, NC (-20%)

–––

Frederick, MD (-74%)

Number of

Sprawl

Counties

Remaining

Un-

controlled

2

1

2

0

4

4

6

2

2

0

1

0

3

3

0

30

Number of

Sprawl

Counties

Controlled

18

3

3

10

12

1

5

6

5

16

19

7

5

0

23

133

Number of

Sprawl

Counties

Un-

controlled

20

4

5

10

16

5

11

8

7

16

20

7

8

3

23

163

Difference

Sent to

Core

Counties

135,417

42,863

42,226

51,616

118,301

0

1,380

370,624

88,517

44,928

19,139

78,738

6,083

0

194,410

1,403,084

Controlled

Household

Growth

Sprawl

Counties

163,047

68,498

63,156

149,082

319,172

422,883

45,211

269,518

459,224

86,766

225,373

125,021

211,110

203,936

264,794

2,867,949

Un-

controlled

Household

Growth

Sprawl

Counties

298,464

111,361

105,382

200,698

437,473

422,883

46,591

640,142

547,741

131,694

244,512

203,759

217,193

203,936

459,204

4,271,033

Total

Household

Growth in

All

Counties

795,581

238,376

165,437

405,854

636,246

424,361

117,453

1,160,231

678,757

399,604

309,525

401,739

257,037

203,936

794,409

6,988,546

EAs

Atlanta, GA-AL-NC

Austin-San Marcos, TX

Birmingham, AL

Chicago-Gary-Kenosha, IL-IN-WI

Denver-Boulder-Greeley, CO-KS-NE

Las Vegas, NV-AZ-UT

Lexington, KY-TN-VA-WV

L. A.-River.-Orange, CA-AZ

Miami-Fort Lauderdale, FL

Minneapolis-St. Paul, MN-WI-IA

NY-Northern NJ-Long Island,

NY-NJ-CT-PA-MA-VT

Portland-Salem, OR-WA

Raleigh-Durham-Chapel Hill, NC

Tucson, AZ

Washing.-Balt., DC-MD-VA-WV-PA

TOTAL

 Source: Center for Urban Policy Research, Rutgers University.
 Note: * the overall growth of these receiving counties is about one percent per year over the 25-year projection period and no more than a 30 percent increase of the 2000 existing

household base.

Table  5.31

Summary of Household Growth and Sprawl Status

Under Uncontrolled- and Controlled-Growth Scenarios in 15 Selected EAs
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Queens, Bronx, and Brooklyn, and Hudson County,

NJ, as urban centers; the counties of Middlesex,

Union, Essex, Bergen, Passaic, NJ, and Richmond

and Nassau, NY, as urban; Fairfield, CT, Hampden,

MA, Hartford, CT, Lehigh, PA, Mercer, NJ, New Ha-

ven, CT, Northhampton, PA, Rockland, NY, and

Westchester, NY, as suburban; and Berkshire, MA,

Warren, NJ, and Windham, CT, as rural makes sense

for this region.

In the Portland area, saying that Multnomah County,

containing the city of Portland, is the urban contain-

ment area, and that parts of Clackamas and other im-

mediate counties are sprawling, clearly captures the

sprawl designation of the Portland area.

Finally, concluding that sprawl cannot be controlled

at all in the Tucson, AZ, and Las Vegas, NV-AZ-UT

EAs, and perhaps only minimally in the Denver-Boul-

der-Greeley, CO-KS-NE and Miami-Fort Lauderdale,

FL EAs, accurately portrays the likelihood of con-

trolling sprawl in these locations.

Although another system could be utilized, the present

methodology seems to both accurately designate the

level of urbanization in areas and identify less-devel-

oped locations with sprawl and those where sprawl

can and cannot be controlled.

This chapter was designed to view the incidence of

sprawl in key EAs and to determine how sprawl was

redirected under the controlled-growth scenario. The

formula employed here provides a rather perceptive

view of differing levels of urbanization across the

nation according to unique definitions of urban, sub-

urban, rural, and undeveloped areas. Such designa-

tion of areas provides the foundation for determin-

ing which areas (counties) in a region are likely to

experience significant future sprawl. Once isolated,

these areas would be controlled in the future by di-

recting growth away from sprawling counties to other,

more developed, slower-growing or declining counties.

Nationwide, if this formula is accurate, about 740

counties are defined as sprawling; of these, about 420

can be controlled. The 15 examples herein provide a

basis to determine whether or not the scheme of land

use and, ultimately, sprawl designation and control

is adequate. This information is summarized in

Table 5.31. As one can see, a significant amount of

sprawl control can be exerted nationwide. This could

be accomplished within the context of reasonable

household- and employment-growth decreases in un-

controlled-sprawl counties and similar reasonable ad-

ditions in controlled urban and suburban counties.
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PART II

THE  IMPACT
OF SPRAWL

ON RESOURCES
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Land Conversion
in the United States:

Requirements under Sprawl
and Alternative Development
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Intercounty Redirection of
Households and Employment
(Control of Sprawl Growth)
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Intracounty Redirection of
Households and Employment
(Control of All Growth)
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THE ASSESSMENT MODEL

The Rutgers Land Conversion Model
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Census Division
Un-

developed Rural
Rural
Center Suburban Urban

Urban
Center

New England 0.0 20.0 29.3 79.3 None 100.0
Mid-Atlantic 3.0 41.5 79.9 88.1 93.6 100.0
East North Central 1.1 33.1 42.2 86.7 99.5 98.8
West North Central 2.1 16.7 41.6 74.3 82.1 98.6
South Atlantic 1.3 24.3 50.4 77.5 99.0 100.0
East South Central 0.5 14.9 0.0 67.5 95.9 100.0
West South Central 2.0 26.5 59.8 69.1 95.1 98.0
Mountain 1.5 15.0 37.5 64.9 77.5 99.9
Pacific 8.6 57.4 57.9 81.7 97.9 99.3

United States 1.9 26.2 46.8 77.0 93.7 99.4

Source: U.S. Census of Population and Housing, 1980 and 1990.

Note: For the above county types, the complement percentage occurs in undeveloped areas.

Table 6.1
Percentage Growth Occurring within Developed Areas of Counties

by Type of County and Census Division: 2000 to 2025
(Used for Uncontrolled-Growth Scenario)
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Population, Household, and
Employment Projections
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Census Division
Un-

developed Rural
Rural
Center Suburban Urban

Urban
Center

New England 0.0 22.0 32.2 87.2 None 100.0
Mid-Atlantic 3.3 45.6 87.9 94.1 96.8 100.0
East North Central 1.4 36.4 46.4 93.4 99.8 99.4
West North Central 2.3 18.3 45.7 81.7 90.3 99.3
South Atlantic 1.4 26.7 55.4 85.3 99.5 100.0
East South Central 0.6 16.3 0.0 74.3 98.0 100.0
West South Central 2.2 29.1 65.8 76.0 97.6 99.0
Mountain 1.6 16.5 41.2 71.4 85.3 100.0
Pacific 9.4 63.1 63.7 89.9 99.0 99.7

United States 2.1 28.8 51.4 84.7 96.9 99.7

Source: U.S. Census of Population and Housing, 1980 and 1990. Data interpretation by the Center for Urban Policy Research,
Rutgers University.

Note: For the above county types, the complement percentage occurs in undeveloped areas.

Table 6.2
Percentage Growth Occurring within Developed Areas of Counties

by Type of County and Census Division: 2000 to 2025
(Used for Controlled-Growth Scenario)
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Residential and Nonresidential
Space and Land Demands—
Sequential Calculations

Residential Structures
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Nonresidential Structures
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Conversion to Land
Requirements—Residential
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Conversion to Land
Requirements—Nonresidential
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Definitions, Data Sources, and
Manipulations: Residential
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Housing Mix

Census Division

County
Development

Type
Single-Family

Detached (SFD)
Single-Family

Attached (SFA) Multifamily (MF)
Manufactured
Homes (HM)

Undeveloped 64.1 4.8 9.6 21.5
Rural 62.1 9.1 16.9 11.9
Rural Center 49.3 0.0 18.0 32.7
Suburban 43.6 17.1 28.3 11.0
Urban N/A N/A N/A N/A

New England

Urban Center 0.0 24.9 51.4 23.7
Undeveloped 50.8 4.1 4.0 41.1
Rural 50.3 17.0 11.5 21.2
Rural Center 48.7 13.7 9.0 28.6
Suburban 59.3 22.1 7.3 11.3
Urban 33.1 37.8 13.1 16.0

Mid-Atlantic

Urban Center 14.6 15.8 34.6 35.1
Undeveloped 55.4 1.9 4.1 38.6
Rural 46.1 6.0 15.0 32.9
Rural Center 49.5 9.8 14.0 26.7
Suburban 45.8 12.1 25.4 16.7
Urban N/A 12.8 15.5 23.5

East North Central

Urban Center 21.9 38.4 11.6 28.1
Undeveloped 50.1 3.8 5.6 40.5
Rural 52.6 7.6 16.7 23.1
Rural Center 54.5 13.1 5.3 27.1
Suburban 46.6 8.6 28.2 16.6
Urban 53.8 17.5 21.6 7.1

West North Central

Urban Center 41.9 17.5 33.5 7.1
Undeveloped 36.1 3.4 12.9 47.6
Rural 42.4 6.3 17.8 33.6
Rural Center 36.8 5.3 24.2 33.7
Suburban 38.9 15.9 32.7 12.5
Urban 42.6 15.3 35.2 6.9

South Atlantic

Urban Center 6.4 20.7 61.7 11.2
Undeveloped 18.5 6.9 11.5 39.1
Rural 38.9 3.4 18.4 39.3
Rural Center 42.5 6.9 11.5 39.1
Suburban 44.5 3.4 27.7 24.4
Urban 38.1 10.3 40.0 11.6

East South Central

Urban Center 26.2 0.0 54.8 19.0
Undeveloped 31.7 2.9 4.9 60.5
Rural 44.8 3.4 13.3 38.5
Rural Center 51.0 5.5 24.8 18.7
Suburban 46.0 3.6 24.6 25.8
Urban 46.6 7.3 37.2 9.9

West South Central

Urban Center 40.8 4.7 46.6 7.9
Undeveloped 46.9 6.4 7.9 38.8
Rural 67.0 8.0 7.5 17.5
Rural Center 35.2 10.5 28.4 25.9
Suburban 41.0 11.1 34.8 13.1
Urban 50.5 10.5 23.7 15.3

Mountain

Urban Center 43.1 13.4 33.7 10.8
Undeveloped 56.5 6.3 13.5 23.7
Rural 55.3 11.4 14.9 18.5
Rural Center 45.9 3.3 26.3 24.5
Suburban 40.7 12.8 32.6 13.9
Urban 28.5 23.3 36.5 11.7

Pacific

Urban Center 15.8 0.0 51.3 32.9
Undeveloped 45.9 4.1 8.6 41.4
Rural 47.6 8.0 15.8 28.6
Rural Center 42.0 8.0 22.2 27.8
Suburban 43.1 13.7 28.9 14.3
Urban 39.2 17.6 33.1 10.1

United States

Urban Center 36.1 10.1 42.1 11.7

Source: U.S. Census of Population and Housing, 1980 and 1990.  Note: Data used for uncontrolled- and controlled-development scenarios 2000 to 2025.

Table 6.3
National Housing Mix by County Development Type—Percentage of Construction (1980–1990)
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County  Division
Undeveloped and

Rural (%)
Suburban and

Rural Center (%)
Urban and Urban

Center (%)
All County Types

(%)

New England 24.9 9.6 9.0 20.1
Mid-Atlantic 16.5 6.8 5.9 14.1
East North Central 14.6 6.3 6.0 13.6
West North Central 14.5 7.0 6.7 14.0
South Atlantic 13.6 8.6 8.7 12.9
East South Central 10.4 7.4 7.5 10.2
West South Central 18.1 11.4 11.5 17.5
Mountain 24.0 10.8 6.6 22.2
Pacific 16.1 7.0 5.2 14.3

United States 15.6 8.3 7.5 14.7

Source: U.S. Census of Population and Housing, 1990.

Table 6.4
Residential Vacancy Rates by County Development Type and Census Division
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Single-Family Detached Single-Family Attached

Census Region and
Division

Number
of Units

Total
Acreage
(Acres)

Average
Lot Size
(Acres)

Average
Density

(Units per
Acre)

Number
of Units

Total
Acreage
(Acres)

Average
Lot Size
(Acres)

Average
Density

(Units per
Acre)

Northeast Region 264,708 239,241 0.90 3.24 41,591 5,261 0.13 13.09
New England 96,488 92,630 0.96 2.03 7,134 1,264 0.18 6.96
Mid-Atlantic 168,220 146,611 0.87 3.93 34,457 3,997 0.12 14.36

Midwest Region 617,384 501,496 0.81 3.11 46,757 7,071 0.15 10.83
East North Central 349,059 349,059 0.84 3.01 20,723 3,524 0.17 11.16
West North Central 152,437 152,437 0.76 3.33 26,034 3,547 0.14 10.56

South Region 1,337,669 784,746 0.59 3.97 97,213 9,626 0.10 15.74
South Atlantic 827,030 476,927 0.58 3.70 78,365 6,968 0.09 16.79
East South Central 155,031 155,031 0.83 3.45 7,541 1,408 0.19 10.56
West South Central 152,789 152,789 0.47 4.95 11,307 1,250 0.11 11.86

West Region 785,914 342,609 0.44 5.73 30,437 3,125 0.10 13.79
Mountain 367,666 175,633 0.48 5.36 16,015 1,536 0.10 14.11
Pacific 418,248 166,976 0.40 6.05 14,422 1,589 0.11 13.44

United States 3,005,675 1,868,092 0.62 4.19 215,998 25,083 0.12 12.16

Source: U.S. Survey of Construction, 1997.

Table 6.5
Single-Family Housing Densities
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Nonresidential Densities
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Developed Areas Undeveloped Areas
Census
Division

County
Development Type SFD SFA MF MH SFD SFA MF MH

Undeveloped/Rural 1.46 6.26 15.31 1.46 0.73 N/A N/A 0.99
Rural Center 2.19 7.40 19.14 2.19 1.97 N/A N/A 1.97
Suburban 3.29 7.70 19.14 3.29 2.56 5.99 N/A N/A

New England

Urban/Urban Center 7.67 11.83 23.66 7.67 6.58 7.66 N/A N/A

Undeveloped/Rural 2.37 9.82 31.59 3.20 1.19 N/A N/A 1.60
Rural Center 3.56 12.28 39.49 4.81 1.78 N/A N/A 2.40
Suburban 5.34 15.01 39.49 7.12 4.15 9.39 N/A N/A

Mid-Atlantic

Urban/Urban Center 12.46 18.55 48.82 12.46 10.68 12.00 N/A N/A

Undeveloped/Rural 3.06 5.66 9.60 4.88 0.95 N/A N/A 3.68
Rural Center 3.82 7.08 12.00 6.10 1.42 N/A N/A 5.52
Suburban 4.26 12.00 16.85 7.43 1.89 8.06 N/A N/A

East North
Central

Urban/Urban Center 6.63 12.67 18.64 9.03 3.44 8.92 N/A N/A

Undeveloped/Rural 2.93 5.11 9.08 5.39 0.91 N/A N/A 2.20
Rural Center 3.66 6.39 11.35 6.74 1.36 N/A N/A 2.75
Suburban 4.09 10.82 15.95 8.23 1.82 7.36 N/A N/A

West North
Central

Urban/Urban Center 6.36 11.43 17.64 9.99 3.30 8.14 N/A N/A

Undeveloped/Rural 3.15 9.43 13.26 3.22 0.58 N/A N/A 0.58
Rural Center 4.73 14.14 19.90 4.83 0.87 N/A N/A 0.87
Suburban 6.25 17.41 36.77 6.36 3.20 7.98 N/A N/A

South Atlantic

Urban/Urban Center 6.25 20.67 60.11 6.36 3.20 9.43 N/A N/A

Undeveloped/Rural 4.15 6.04 8.34 4.15 0.77 N/A N/A 0.77
Rural Center 6.22 9.06 12.51 6.22 1.15 N/A N/A 1.15
Suburban 8.23 11.15 23.13 8.23 4.21 5.11 N/A N/A

East South
Central

Urban/Urban Center 8.23 13.24 37.80 8.23 4.21 6.04 N/A N/A

Undeveloped/Rural 3.64 6.17 9.37 4.31 0.67 N/A N/A 0.74
Rural Center 5.45 9.25 14.05 6.46 1.01 N/A N/A 1.11
Suburban 7.22 11.39 25.97 8.51 3.69 5.22 N/A N/A

West South
Central

Urban/Urban Center 7.22 13.52 42.46 8.51 3.69 6.17 N/A N/A

Undeveloped/Rural 4.22 7.92 11.15 4.66 0.78 N/A N/A 0.80
Rural Center 6.32 11.89 16.72 6.99 1.17 N/A N/A 1.21
Suburban 8.37 14.63 30.90 9.22 4.28 6.71 N/A N/A

Mountain

Urban/Urban Center 8.37 17.37 50.51 9.22 4.28 7.92 N/A N/A

Undeveloped/Rural 4.99 7.27 10.62 5.26 0.92 N/A N/A 0.91
Rural Center 7.49 10.90 15.93 7.90 1.38 N/A N/A 1.36
Suburban 9.91 13.42 29.43 10.41 5.07 6.15 N/A N/A

Pacific

Urban/Urban Center 9.91 15.93 48.12 10.41 5.07 7.27 N/A N/A

Sources: U.S. Survey of Construction, 1997. Development data for each county by the Center for Urban Policy Research,
Rutgers University.

Notes: Data used for projection period 2000–2025. N/A: not applicable. The four housing types are single-family detached
(SFD), single-family attached (SFA), multifamily (MF), and manufactured homes (HM).

Table 6.6
Residential Densities—Uncontrolled-Growth Scenario

(Dwelling Units per Acre)
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Developed Areas Undeveloped Areas
Census
Division

County
Development Type SFD SFA MF MH SFD SFA MF MH

Undeveloped/Rural 1.46 6.26 15.31 1.46 0.73 N/A N/A 0.99
Rural Center 2.63 8.88 22.97 2.63 2.37 N/A N/A 2.37
Suburban 3.95 9.24 22.97 3.95 3.07 7.18 N/A N/A

New England

Urban/Urban Center 9.21 14.20 28.40 9.21 7.89 9.19 N/A N/A

Undeveloped/Rural 2.37 9.82 31.59 3.20 1.19 N/A N/A 1.60
Rural Center 4.27 14.73 47.39 5.77 2.14 N/A N/A 2.88
Suburban 6.41 18.01 47.39 8.55 4.98 11.26 N/A N/A

Mid-Atlantic

Urban/Urban Center 14.95 22.26 58.59 14.95 12.82 14.41 N/A N/A

Undeveloped/Rural 3.06 5.66 9.60 4.88 0.95 N/A N/A 3.68
Rural Center 4.58 8.49 14.40 7.31 1.70 N/A N/A 6.63
Suburban 5.11 14.40 20.22 8.92 2.27 9.68 N/A N/A

East North
Central

Urban/Urban Center 7.95 15.20 22.36 10.84 4.13 10.70 N/A N/A

Undeveloped/Rural 2.93 5.11 9.08 5.39 0.91 N/A N/A 2.20
Rural Center 4.40 7.66 13.62 8.09 1.64 N/A N/A 3.30
Suburban 4.91 12.99 19.13 9.87 2.18 8.83 N/A N/A

West North
Central

Urban/Urban Center 7.63 13.72 21.16 11.99 3.96 9.77 N/A N/A

Undeveloped/Rural 3.15 9.43 13.26 3.22 0.58 N/A N/A 0.58
Rural Center 5.67 16.97 23.88 5.79 1.05 N/A N/A 1.05
Suburban 7.50 20.89 44.12 7.64 3.84 9.57 N/A N/A

South Atlantic

Urban/Urban Center 7.50 24.81 72.13 7.64 3.84 11.32 N/A N/A

Undeveloped/Rural 4.15 6.04 8.34 4.15 0.77 N/A N/A 0.77
Rural Center 7.47 10.87 15.02 7.47 1.38 N/A N/A 1.38
Suburban 9.88 13.38 27.75 9.88 5.05 6.13 N/A N/A

East South
Central

Urban/Urban Center 9.88 15.89 45.37 9.88 5.05 7.25 N/A N/A

Undeveloped/Rural 3.64 6.17 9.37 4.31 0.67 N/A N/A 0.74
Rural Center 6.54 11.10 16.86 7.75 1.21 N/A N/A 1.34
Suburban 8.66 13.66 31.17 10.22 4.43 6.26 N/A N/A

West South
Central

Urban/Urban Center 8.66 16.22 50.95 10.22 4.43 7.40 N/A N/A

Undeveloped/Rural 4.22 7.92 11.15 4.66 0.78 N/A N/A 0.80
Rural Center 7.59 14.26 20.06 8.39 1.40 N/A N/A 1.45
Suburban 10.04 17.56 37.08 11.06 5.14 8.05 N/A N/A

Mountain

Urban/Urban Center 10.04 20.85 60.62 11.06 5.14 9.51 N/A N/A

Undeveloped/Rural 4.99 7.27 10.62 5.26 0.92 N/A N/A 0.91
Rural Center 8.99 13.08 19.11 9.47 1.66 N/A N/A 1.63
Suburban 11.89 16.10 35.32 12.49 6.09 7.38 N/A N/A

Pacific

Urban/Urban Center 11.89 19.12 57.74 12.49 6.09 8.72 N/A N/A

Source: U.S. Survey of Construction, 1997, adjusted by the Center for Urban Policy Research, Rutgers University.
Notes: Data used for projection period 2000–2025. N/A: not applicable. The four housing types are single-family detached (SFD),
single-family attached (SFA), multifamily (MF), and manufactured homes (HM).

Table 6.7
Residential Densities—Controlled-Growth Scenario

(Dwelling Units per Acre)
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Housing Type Platting Coefficient

Single-Family Detached 0.20
Single-Family Attached 0.15
Multifamily 0.10
Manufactured 0.15

Source: Urban Design Associates, 1994, and the Center for Urban Policy
Research, Rutgers University.

Developed Areas Undeveloped AreasCounty Development
Type Office Retail Industry Warehouse Office Retail Industry Warehouse

Undeveloped/Rural 0.10 0.15 0.08 0.05 0.09 0.13 0.07 0.04

Suburban/Rural Center 0.20 0.30 0.15 0.10 0.10 0.15 0.08 0.05

Urban/Urban Center 0.40 0.60 0.30 0.20 0.20 0.30 0.15 0.10

Source: Center for Urban Policy Research, Rutgers University.

Developed Areas Undeveloped AreasCounty Development
Type Office Retail Industry Warehouse Office Retail Industry Warehouse

Undeveloped/Rural 0.11 0.17 0.08 0.06 0.09 0.13 0.07 0.04

Suburban/Rural Center 0.22 0.33 0.17 0.11 0.10 0.15 0.08 0.05

Urban/Urban Center 0.44 0.66 0.33 0.22 0.20 0.30 0.15 0.10

Source: Center for Urban Policy Research, Rutgers University.

Table 6.8
Residential Platting Coefficients

Table 6.9
Nonresidential Densities (FARs)—Uncontrolled-Growth Scenario

Table 6.10
Nonresidential Densities (FARs)—Controlled-Growth Scenario
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Platting Coefficients

&
����
	������
��������������	���	�����������	����
	������
������
����	����������	��	�����
����!����
����
�
������
	��������������������
	��������	�����
	��
��
���	���	�����	���������	��
�����
����!�����
	�
���	������		�
�����������
	������
�
������
	�������		�
�
���������
	����������������������41�����
	�������	���
�	��	���� 	������������@.1�����
	� ����������������
�
����F��		�
�����������
	�����
�
������
	���������
�����
�	�����	�����������
��
������1��-3�

LAND SUPPLY AND LAND OF
VARIOUS TYPES

Total Available Land
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Structure Type
Space per Employee

(Square Feet)
Average Nonresidential

Building Size (Square Feet)

Office 333 25,000

Retail 400 10,000

Industrial 667 10,000

Warehouse 1,000 50,000

Source: Urban Land Institute, Development Impact Assessment Handbook, 1995.

Structure Type Vacancy Rate

Office 0.20

Retail 0.10

Industrial 0.30

Warehouse 0.30

Source: U.S. National Commercial Realtors, 1999.

Structure Type Platting Coefficient

Office 0.20
Retail 0.05
Industrial 0.15
Warehouse 0.10

Source: UDA Associates, 1994.

Employment Type Structure Type

Agricultural Services Warehouse (40%) Retail (60%)
Mining Industrial (20%) No Structure (80%)
Construction Warehouse (60%) Office (40%)
Manufacturing Industrial (100%)
Transportation, Communications, and Utilities (TCU) Industrial (70%) Office (30%)
Wholesale Warehouse (95%) Office (5%)
Retail Retail (90%) Office (10%)
Finance, Insurance, Real Estate (FIRE) Office (100%)
Services Retail (70%) Office (30%)
Government Office (95%) Warehouse (5%)

Source: Urban Land Institute, Development Impact Assessment Handbook, 1995.

Table 6.11
Nonresidential Space by Structure Type from Employment Growth by SIC (1980–1990)

Table 6.12
Nonresidential-Building Size Requirements Related to Space per Employee

Table 6.13
Nonresidential Vacancy Rates

by Structure Type

Table 6.14
Nonresidential Platting Coefficients

by Structure Type
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Census Division
and State

Agricultural
Land

(in Acres)

Agricultural
Land
(%)

Census Division
and State

Agricultural
Land

(in Acres)

Agricultural
Land
(%)

New England 3,822.0 9.1 South Atlantic 49,259.4 28.3
Connecticut 359.3 11.3 Delaware 579.5 42.7
Maine 1,211.6 5.9 District of Columbia 0.0 0.0
Massachusetts 518.6 10.0 Florida 10,454.2 28.8
New Hampshire 415.0 7.0 Georgia 10,671.2 28.4
Rhode Island 55.3 7.9 Maryland 2,154.9 33.9
Vermont 1,262.2 20.5 North Carolina 9,122.3 28.7

Mid Atlantic 15,255.0 23.5 South Carolina 4,593.5 23.2
New Jersey 832.6 17.2 Virginia 8,228.2 32.6
New York 7,254.5 23.3 West Virginia 3,455.5 22.3
Pennsylvania 7,167.9 24.7 East South Central 43,285.8 37.2

East North Central 81,191.9 51.1 Alabama 8,704.4 26.3
Illinois 27,204.8 75.5 Kentucky 13,334.2 51.6
Indiana 15,111.0 65.3 Mississippi 10,124.8 33.2
Michigan 9,872.8 26.5 Tennessee 11,122.4 41.2
Ohio 14,103.1 53.4 West South Central 186,768.4 67.2
Wisconsin 14,900.2 41.5 Arkansas 14,365.0 42.2

West North Central 241,116.4 72.8 Louisiana 7,876.5 26.3
Iowa 31,166.7 86.5 Oklahoma 33,218.7 74.3
Kansas 46,089.3 87.5 Texas 131,308.3 77.5
Minnesota 25,994.6 48.2 Mountain 228,248.6 41.5
Missouri 28,826.2 64.6 Arizona 26,866.7 36.8
Nebraska 45,525.4 92.0 Colorado 32,634.2 49.0
North Dakota 19,159.3 42.3 Idaho 11,830.2 22.1
South Dakota 44,354.9 89.9 Montana 58,607.8 62.3

Pacific 46,966.5 8.1 Nevada 6,409.3 9.1
Alaska 881.0 0.2 New Mexico 45,787.1 61.1
California 27,698.8 27.4 Utah 12,024.7 22.1
Hawaii 1,439.1 34.8 Wyoming 34,088.7 54.5
Oregon 1,767.9 2.9
Washington 15,179.7 35.1 United States 931,795.3 40.6

Source: U.S. Census of Agriculture, 1997.

Table 6.15
Agricultural Land by Census Division and State

(in Thousands of Acres and Percentage of Land Area)
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Census Division
and State

Forestland
(in Acres)

Forestland
(%)

Census Division
and State

Forestland
(in Acres)

Forestland
(%)

New England 30,392.8 72.6 South Atlantic 86,286.9 49.6
Connecticut 1,728.6 54.4 Delaware 347.0 25.6
Maine 17,633.1 85.1 District of Columbia 0.0 0.0
Massachusetts 2,657.3 51.2 Florida 12,255.2 33.7
New Hampshire 3,874.6 65.3 Georgia 21,216.3 56.4
Rhode Island 381.2 54.7 Maryland 2,330.7 36.6
Vermont 4,118.0 66.9 North Carolina 15,677.7 49.3

Mid Atlantic 34,463.6 53.1 South Carolina 10,957.7 55.4
New Jersey 1,624.7 33.6 Virginia 13,030.2 51.6
New York 17,532.8 56.3 West Virginia 10,472.1 67.5
Pennsylvania 15,306.1 52.8 East South Central 59,268.2 50.9

East North Central 44,124.5 27.8 Alabama 21,072.7 63.7
Illinois 3,631.4 10.1 Kentucky 10,440.4 40.4
Indiana 3,637.8 15.7 Mississippi 16,018.7 52.5
Michigan 16,237.7 43.6 Tennessee 11,736.4 43.5
Ohio 6,983.5 26.4 West South Central 45,759.8 16.5
Wisconsin 13,634.1 38.0 Arkansas 14,764.8 43.4

West North Central 32,094.8 9.7 Louisiana 13,114.3 43.8
Iowa 2,083.5 5.8 Oklahoma 7,253.9 16.2
Kansas 1,289.9 2.5 Texas 10,626.8 6.3
Minnesota 14,829.7 27.5 Mountain 25,247.4 4.6
Missouri 12,118.3 27.2 Arizona 4,261.9 5.8
Nebraska 799.1 1.6 Colorado 3,728.8 5.6
North Dakota 442.6 1.0 Idaho 3,941.9 7.4
South Dakota 531.7 1.1 Montana 5,279.0 5.6

Pacific 180,483.8 30.7 Nevada 296.9 0.4
Alaska 139,000.0 36.9 New Mexico 4,914.5 6.6
California 15,008.7 14.8 Utah 1,829.6 3.4
Hawaii 1,514.3 36.7 Wyoming 994.8 1.6
Oregon 12,294.5 19.8
Washington 12,666.3 29.3 United States 538,121.8 23.2

Source: National Resources Inventory, 1997.

Table 6.16
Forestland by Census Division and State

(in Thousands of Acres and Percentage of Land Area)
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NONRESIDENTIAL GROWTH
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

Region
Type of

Development

Urban/
Suburban/

Rural
Center

Rural/Un-
developed Total

Urban/
Suburban/

Rural
Center

Rural/Un-
developed Total

Difference
in Urban/
Suburban

/ Rural
Center

Residential 1,006,117 794,995 1,801,112 1,074,430 647,062 1,721,492 68,313

Nonresidential 2,041,456 946,663 2,988,118 2,174,707 794,738 2,969,446 133,252

Northeast

Total 3,047,573 1,741,658 4,789,230 3,249,138 1,441,800 4,690,938 201,565

Residential 2,108,673 1,699,726 3,808,399 2,262,849 1,489,985 3,752,834 154,176

Nonresidential 3,552,196 1,918,084 5,470,280 3,605,200 1,804,900 5,410,099 53,004

Midwest

Total 5,660,869 3,617,810 9,278,679 5,868,049 3,294,885 9,162,934 207,180

Residential 7,081,951 5,245,358 12,327,309 7,979,435 4,224,364 12,203,799 897,484

Nonresidential 6,930,720 3,653,569 10,584,289 7,254,178 3,286,389 10,540,567 323,458

South

Total 14,012,671 8,898,927 22,911,598 15,233,613 7,510,753 22,744,365 1,220,942

Residential 5,561,119 2,991,729 8,552,848 6,447,822 2,041,616 8,489,438 886,703
Nonresidential 5,264,564 2,170,710 7,435,274 5,858,864 1,523,252 7,382,116 594,300

West

Total 10,825,683 5,162,439 15,988,122 12,306,686 3,564,868 15,871,554 1,481,003

Residential 15,757,860 10,731,808 26,489,668 17,764,536 8,403,027 26,167,563 2,006,676

Nonresidential 17,788,935 8,689,026 26,477,961 18,892,949 7,409,279 26,302,228 1,104,013

United States

Total 33,546,795 19,420,834 52,967,629 36,657,485 15,812,306 52,469,791 3,110,689

Sources: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Region
Type of

Development
Developed

Areas

Un-
developed

Areas
Total
Areas

Developed
Areas

Un-
developed

Areas
Total
Areas

Difference
in Developed

Areas

Residential 1,078,874 722,238 1,801,112 1,141,016 580,476 1,721,492 62,142
Nonresidential 2,177,090 811,028 2,988,118 2,212,317 757,129 2,969,446 35,227

Northeast

Total 3,255,964 1,533,266 4,789,230 3,353,333 1,337,605 4,690,938 97,369

Residential 2,249,086 1,559,313 3,808,399 2,377,728 1,375,106 3,752,834 128,642
Nonresidential 3,774,942 1,695,338 5,470,280 3,799,728 1,610,371 5,410,099 24,786

Midwest

Total 6,024,028 3,254,651 9,278,679 6,177,457 2,985,477 9,162,934 153,428

Residential 7,968,455 4,358,854 12,327,309 8,664,346 3,539,452 12,203,799 695,891

Nonresidential 7,596,162 2,988,126 10,584,289 7,868,704 2,671,863 10,540,567 272,541

South

Total 15,564,617 7,346,980 2,911,598 16,533,050 6,211,315 22,744,365 968,433

Residential 6,401,650 2,151,198 8,552,848 6,831,430 1,658,008 8,489,438 429,780
Nonresidential 6,109,785 1,325,489 7,435,274 6,288,370 1,093,746 7,382,116 178,585

West

Total 12,511,435 3,476,687 15,988,122 13,119,801 2,751,753 15,871,554 608,365

Residential 17,698,066 8,791,602 26,489,668 19,014,521 7,153,042 26,167,563 1,316,456

Nonresidential 19,657,979 6,819,982 26,477,961 20,169,119 6,133,109 26,302,228 511,139

United States

Total 37,356,045 15,611,584 52,967,629 39,183,640 13,286,151 52,469,791 1,827,595

Sources: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Table 6.17
Residential, Nonresidential, and Total Units

in Urban/Suburban/Rural Center Counties versus Rural/Undeveloped Counties—
Uncontrolled- and Controlled-Growth Intercounty Scenario: 2000 to 2025

(One Unit of Nonresidential Space Equals 1,000 Square Feet)

Table 6.18
Residential, Nonresidential, and Total Units in Developed versus Undeveloped Locations in

Counties—Uncontrolled- and Controlled-Growth Intracounty Scenario: 2000 to 2025
(One Unit of Nonresidential Space Equals 1,000 Square Feet)
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

Region
Total Land

(Acres)

Percentage
of Overall

Land
(%)

Agricul-
tural

Lands
(Acres)

Environ-
mentally
Fragile
Lands
(Acres)

Other
Lands
(Acres)

Total Land
(Acres)

Percentage
of Overall

Land
(%)

Agricul-
tural

Lands
(Acres)

Environ-
mentally
Fragile
Lands
(Acres)

Other
Lands
(Acres)

Northeast 1,460,868 7.75 292,067 1,063,293 105,508 1,178,015 7.94 236,260 854,134 87,622

Midwest 2,789,832 14.81 1,750,966 646,016 392,850 2,350,390 15.84 1,467,463 556,811 326,116

South 9,969,932 52.92 3,605,201 4,468,081 1,896,650 7,830,912 52.78 2,802,737 3,472,339 1,555,836

West 4,612,290 24.48 1,443,842 866,835 2,301,613 3,471,379 23.40 1,085,980 655,507 1,729,892

United States 18,832,922 100.00 7,092,076 7,044,225 4,696,622 14,830,696 100.00 5,592,440 5,538,791 3,699,466

Source: Center for Urban Policy Research, Rutgers University.

Region Growth Total Land
Agricultural

Land
Environmentally

Fragile Land
Other Land

(e.g., Barren)

Northeast 9.0 7.8 4.1 15.1 2.2

Midwest 17.5 14.8 24.7 9.2 8.4

South 43.3 52.9 50.8 63.4 40.4

West 30.2 24.5 20.4 12.3 49.0

United States 100.0 100.0 100.0 100.0 100.0

Source: Center for Urban Policy Research, Rutgers University.

Region Residential Nonresidential Combined

Northeast 0.523 0.174 0.305

Midwest 0.460 0.190 0.301

South 0.646 0.190 0.435

West 0.386 0.177 0.289

United States 0.527 0.184 0.356

Source: Center for Urban Policy Research, Rutgers University.

Table 6.19
Lands Converted—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025

Table 6.20
Percentage Growth versus Percentage Land Conversion

United States and by Region—Uncontrolled-Growth Scenario: 2000 to 2025

Table 6.21
Acres Developed per Residential, Nonresidential, and Combined Residential and

Nonresidential Unit—Uncontrolled-Growth Scenario: 2000 to 2025
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Controlled Growth
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Region Total Land Agricultural Lands
Environmentally

Fragile Lands Other Lands

Northeast 282,853 55,807 209,160 17,886
Midwest 439,446 283,503 89,205 66,735
South 2,139,017 802,464 995,742 340,814
West 1,140,915 357,862 211,328 571,721

United States 4,002,231 1,499,636 1,505,434 997,156

Source: Center for Urban Policy Research, Rutgers University.
Note: In this table and in all subsequent tables, positive values under the category “savings” are savings; negative values are costs.

Region Uncontrolled Controlled Difference
Percentage
Difference

Northeast 0.305 0.251 0.054 17.7

Midwest 0.301 0.256 0.055 15.0

South 0.435 0.344 0.091 20.9

West 0.289 0.219 0.070 24.2

United States 0.356 0.283 0.073 20.5

Source: Center for Urban Policy Research, Rutgers University.

Intercounty Savings
for All Counties

Intracounty Savings
for Uncontrolled Counties

Intracounty Savings
for All Other Counties

Total Savings
in Sprawl Locations

Region

Total
Savings
(Acres) (Acres) (%) (Acres) (%) (Acres) (%) (Acres) (%)

Northeast 282,853 172,276 60.8 34,022 12.0 76,963 27.2 206,297 72.8

Midwest 439,442 199,308 45.4 77,649 17.7 162,485 37.0 276,957 63.0

South 2,139,017 1,249,296 58.4 402,308 18.8 487,413 22.8 1,651,604 77.2

West 1,140,916 786,809 69.0 211,521 18.5 142,586 12.5 998,330 87.5

United States 4,002,231 2,407,688 60.1 725,500 18.1 869,447 21.7 3,133,189 78.3

Source: Center for Urban Policy Research, Rutgers University.

Table 6.22
Lands Saved—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025
(in Acres)

Table 6.23
Acres Developed per Combined Residential and Nonresidential Unit

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025

Table 6.24
Intercounty, Intracounty, and Sprawl

Land Savings in the United States and by Region: 2000 to 2025
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

State
By Rank

Total Land
Converted

(Acres)

Percentage
of Overall

Land
Converted

(%)

Agricul-
tural

Lands
Converted

(Acres)

Environ-
mentally
Fragile
Lands

Converted
(Acres)

Other
Lands

Converted
(Acres)

Total Land
Converted

(Acres)

Percentage
of Overall

Land
Converted

(%)

Agricul-
tural

Lands
Converted

(Acres)

Environ-
mentally
Fragile
Lands

Converted
(Acres)

Other
Lands

Converted
(Acres)

Florida 1,654,899 8.78 493,984 626,238 534,677 1,307,775 8.81 378,429 486,794 442,553
Texas 1,554,474 8.25 1,140,598 218,791 195,085 1,149,415 7.75 858,213 150,567 140,636
California 1,386,030 7.36 548,427 254,713 582,891 959,250 6.47 383,307 195,910 380,033
Georgia 1,125,386 5.97 194,558 806,005 124,823 823,038 5.55 143,875 577,126 102,037
North Carolina 1,060,123 5.63 272,152 633,735 154,237 929,482 6.26 237,864 551,678 139,940
Tennessee 788,848 4.19 356,950 281,219 150,679 627,015 4.23 285,690 225,276 116,049
Arizona 606,876 3.22 148,552 30,262 428,062 512,049 3.45 122,481 26,640 362,928
South Carolina 599,010 3.18 106,646 366,679 125,686 498,019 3.36 91,766 308,592 97,660
Virginia 585,473 3.11 152,700 352,132 80,641 434,093 2.93 111,042 258,709 64,342
Colorado 507,771 2.70 212,664 43,155 251,952 345,847 2.33 154,864 26,428 164,555

Alabama 502,807 2.67 119,126 288,045 95,636 406,155 2.74 95,067 232,021 79,067
Michigan 437,282 2.32 190,603 172,979 73,700 363,104 2.45 151,723 147,266 64,115
Washington 420,955 2.23 75,765 218,106 127,084 327,191 2.21 63,328 166,304 97,559
Maryland 408,803 2.17 143,168 236,167 29,469 234,619 1.58 78,865 127,538 28,216
Indiana 396,908 2.11 298,538 63,258 35,113 330,162 2.23 252,225 50,335 27,602
Ohio 393,714 2.09 252,380 119,279 22,055 337,400 2.27 214,905 103,382 19,113
Kentucky 360,275 1.91 152,781 145,300 62,195 313,407 2.11 132,213 126,496 54,698
Pennsylvania 356,284 1.89 131,634 205,087 19,563 286,896 1.93 107,222 164,845 14,830
Oregon 350,848 1.86 60,794 133,305 156,749 250,976 1.69 48,925 99,591 102,460
Wisconsin 342,330 1.82 180,275 74,444 87,611 285,775 1.93 145,716 64,890 75,169

Arkansas 324,662 1.72 127,090 66,118 131,454 256,590 1.73 100,357 55,101 101,132
Louisiana 319,495 1.70 77,449 164,618 77,428 268,006 1.81 65,778 135,485 66,743
Minnesota 309,843 1.64 160,341 48,616 100,886 244,953 1.65 126,605 44,169 74,179
Missouri 296,095 1.57 145,438 117,980 32,677 249,917 1.68 120,886 100,806 28,224
New York 293,814 1.56 57,976 208,500 27,338 251,714 1.70 49,729 177,268 24,717
Utah 268,840 1.43 72,023 17,694 179,122 215,391 1.45 52,801 11,724 150,867
Illinois 255,703 1.36 209,893 36,349 9,461 215,494 1.45 172,874 33,893 8,728
Mississippi 237,411 1.26 54,051 122,806 60,554 205,763 1.39 47,032 105,587 53,144
Oklahoma 231,157 1.23 150,921 38,399 41,837 193,284 1.30 127,796 30,287 35,201
New Mexico 207,627 1.10 102,359 16,193 89,075 170,714 1.15 87,307 13,280 70,127

Nevada 173,201 0.92 15,920 1,107 156,175 132,709 0.89 10,262 800 121,647
Massachusetts 170,483 0.90 20,912 130,036 19,535 134,721 0.91 18,484 102,106 14,132
Idaho 167,192 0.89 51,238 13,647 102,307 148,503 1.00 45,556 12,065 90,881
Hawaii 164,260 0.87 61,406 64,743 38,111 83,339 0.56 31,787 35,880 15,672
New Jersey 162,804 0.86 43,455 112,810 6,540 118,182 0.80 29,779 83,753 4,650
Montana 158,654 0.84 51,836 21,671 85,147 144,415 0.97 46,943 19,731 77,741
Maine 145,267 0.77 7,423 129,034 8,809 125,395 0.85 6,424 111,193 7,778
West Virginia 137,690 0.73 27,283 98,127 12,280 110,730 0.75 18,718 80,700 11,312
New Hampshire 129,230 0.69 6,256 108,553 14,420 97,865 0.66 4,502 80,324 13,039
Iowa 112,599 0.60 99,061 4,547 8,991 102,722 0.69 89,972 4,199 8,551

Alaska 107,513 0.57 -3,264 50,493 60,284 97,636 0.66 -3,022 45,577 55,082
Wyoming 92,523 0.49 46,123 1,747 44,654 83,359 0.56 41,441 1,578 40,340
Kansas 90,804 0.48 78,728 5,796 6,280 82,028 0.55 70,744 5,409 5,875
Vermont 90,565 0.48 13,555 67,707 9,303 81,529 0.55 12,157 60,895 8,477
Delaware 77,192 0.41 35,746 23,701 17,745 65,880 0.44 30,033 20,383 15,464
South Dakota 61,960 0.33 49,487 2,231 10,243 55,774 0.38 44,611 1,965 9,198
Nebraska 60,776 0.32 57,751 109 2,916 54,392 0.37 51,610 99 2,683
Rhode Island 57,532 0.31 5,373 52,159 0 33,656 0.23 3,237 30,419 0
Connecticut 54,889 0.29 5,483 49,406 0 48,057 0.32 4,726 43,331 0
North Dakota 31,818 0.17 28,471 429 2,918 28,669 0.19 25,594 397 2,678

United States 18,832,922 100.00 7,092,076 7,044,225 4,696,622 14,830,696 100.00 5,592,440 5,538,791 3,699,466

Source: Center for Urban Policy Research, Rutgers University.
Note: Washington, DC, is included in the nationwide (United States) totals.

Table 6.25
Lands Converted—Uncontrolled- and Controlled-Growth Scenarios

By State: 2000 to 2025
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States
Total Units

(#)

Residential
Units

(#)

Non-
residential

Units
(#)

Total Land
Converted

(Acres)

Original
Acres per

Unit
(Acres)

Land Saved
(Acres)

New Acres
per Unit
(Acres)

Percentage
of Units in

Urban/
Suburban
Counties

(%)

Percentage
of Units in
Developed
Areas of
Counties

(%)

Florida 4,745,878 2,759,325 1,986,554 1,654,900 0.3487 347,122 0.2756 69.8 84.6
Texas 5,277,686 2,966,076 2,311,610 1,554,476 0.2945 405,056 0.2180 84.0 77.8
California 6,543,746 3,273,550 3,270,196 1,386,029 0.2118 426,778 0.1478 78.6 90.2
Georgia 2,033,594 1,105,763 927,831 1,125,387 0.5534 302,348 0.4047 66.9 60.8
North Carolina 1,841,590 975,994 865,596 1,060,122 0.5757 130,636 0.5043 58.8 56.5
Tennessee 1,324,049 694,628 629,421 788,849 0.5958 161,838 0.4748 48.1 47.1
Arizona 1,982,408 1,220,764 761,644 606,876 0.3061 94,826 0.2607 83.1 79.2
South Carolina 1,071,909 611,604 460,305 599,009 0.5588 100,990 0.4712 47.5 58.6
Virginia 1,537,453 770,686 766,767 585,473 0.3808 151,382 0.2966 73.5 77.5
Colorado 1,432,856 743,815 689,041 507,774 0.3544 161,926 0.2444 76.3 74.0

Alabama 895,935 477,386 418,549 502,809 0.5612 96,654 0.4576 48.9 50.3
Michigan 1,352,791 586,350 766,441 437,280 0.3232 74,178 0.2712 65.3 64.0
Washington 1,629,174 923,304 705,870 420,953 0.2584 93,763 0.2042 83.0 75.9
Maryland 986,025 503,133 482,892 408,803 0.4146 174,183 0.2630 81.4 74.3
Indiana 1,098,153 510,820 587,333 396,914 0.3614 66,757 0.3050 47.6 54.5
Ohio 1,443,783 591,330 852,453 393,716 0.2727 56,307 0.2343 59.5 70.7
Kentucky 671,579 295,983 375,596 360,274 0.5365 46,868 0.4727 47.7 46.8
Pennsylvania 1,165,695 427,138 738,558 356,285 0.3056 69,385 0.2491 55.3 66.4
Oregon 859,702 458,359 401,343 350,850 0.4081 99,875 0.2866 63.8 61.7
Wisconsin 907,278 418,516 488,762 342,330 0.3773 56,559 0.3277 61.5 54.2

Arkansas 442,583 187,344 255,239 324,663 0.7336 68,078 0.5782 37.6 26.2
Louisiana 750,433 373,582 376,851 319,492 0.4257 51,487 0.3696 58.5 61.8
Minnesota 989,970 452,778 537,192 309,847 0.3130 64,894 0.2465 68.8 65.8
Missouri 805,082 344,787 460,295 296,090 0.3678 46,173 0.3235 58.0 57.1
New York 1,171,028 338,464 832,564 293,816 0.2509 42,105 0.2131 66.9 63.9
Utah 866,508 464,478 402,029 268,840 0.3103 53,449 0.2502 81.0 78.2
Illinois 1,348,653 431,013 917,640 255,702 0.1896 40,206 0.1619 79.7 81.7
Mississippi 442,255 214,313 227,941 237,413 0.5368 31,647 0.4659 42.7 39.8
Oklahoma 492,440 232,035 260,405 231,160 0.4694 37,873 0.3941 58.3 58.2
New Mexico 530,450 302,559 227,892 207,627 0.3914 36,913 0.3243 73.7 54.6

Nevada 867,205 488,084 379,121 173,202 0.1997 40,492 0.1526 94.3 83.6
Massachusetts 723,344 294,281 429,063 170,484 0.2357 35,761 0.1802 89.5 89.5
Idaho 375,300 197,315 177,985 167,193 0.4455 18,690 0.4011 62.6 41.7
Hawaii 336,394 179,915 156,479 164,259 0.4883 80,922 0.2505 77.0 48.0
New Jersey 807,694 305,594 502,100 162,806 0.2016 44,622 0.1618 84.7 85.2
Montana 208,190 102,583 105,607 158,654 0.7621 14,237 0.6937 22.0 16.5
Maine 231,578 127,705 103,873 145,265 0.6273 19,869 0.5422 53.3 29.1
West Virginia 224,649 80,435 144,214 137,688 0.6129 26,957 0.5592 42.5 23.4
New Hampshire 260,036 139,167 120,868 129,231 0.4970 31,367 0.4540 63.0 28.6
Iowa 401,738 123,790 277,948 112,601 0.2803 9,878 0.2558 54.9 57.0

Alaska 243,061 136,597 106,464 107,513 0.4423 9,877 0.4009 57.1 56.3
Wyoming 113,129 61,524 51,605 92,524 0.8179 9,167 0.7408 25.4 23.6
Kansas 362,235 131,153 231,082 90,805 0.2507 8,769 0.2271 72.5 68.5
Vermont 116,723 68,664 48,059 90,566 0.7759 9,037 0.6999 34.7 26.5
Delaware 132,302 79,024 53,278 77,192 0.5835 11,312 0.5065 55.9 68.0
South Dakota 168,828 64,459 104,369 61,959 0.3670 6,189 0.3303 53.3 49.5
Nebraska 191,224 42,459 148,765 60,965 0.3188 6,390 0.2825 67.3 79.1
Rhode Island 287,402 115,235 172,166 60,781 0.2115 23,875 0.1891 82.1 68.9
Connecticut 121,909 57,639 64,269 57,531 0.4719 6,832 0.2654 84.9 60.8
North Dakota 112,767 38,168 74,599 31,816 0.2821 3,146 0.2542 75.7 67.8

D. C. 41,240 0 41,240 2,227 0.0540 -5,414 0.0560 100.0 100.0

Source: Center for Urban Policy Research, Rutgers University.
Note: One nonresidential unit equals 1,000 square feet.

Table 6.26
States Ranked by Total Land Converted

State Land Conversion: 2000 to 2025
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State by Rank
Total Land

(Acres)
Agricultural Lands

(Acres)

Environmentally
Fragile Lands

(Acres)
Other Lands

(Acres)

Florida 347,122 115,555 139,444 92,125
Texas 405,056 282,385 68,224 54,449
California 426,778 165,120 58,803 202,858
Georgia 302,348 50,684 228,879 22,786
North Carolina 130,636 34,288 82,057 14,296
Tennessee 161,838 71,260 55,944 34,630
Arizona 94,826 26,071 3,621 65,134
South Carolina 100,990 14,879 58,086 28,025
Virginia 151,382 41,658 93,423 16,299
Colorado 161,926 57,800 16,727 87,397

Alabama 96,654 24,059 56,024 16,568
Michigan 74,178 38,880 25,713 9,585
Washington 93,763 12,437 51,802 29,525
Maryland 174,183 64,302 108,629 1,253
Indiana 66,757 46,313 12,923 7,511
Ohio 56,307 37,475 15,898 2,942
Kentucky 46,868 20,567 18,804 7,496
Pennsylvania 69,385 24,412 40,242 4,734
Oregon 99,875 11,869 33,714 54,289
Wisconsin 56,559 34,559 9,553 12,442

Arkansas 68,078 26,733 11,017 30,322
Louisiana 51,487 11,670 29,134 10,685
Minnesota 64,894 33,736 4,447 26,707
Missouri 46,173 24,552 17,174 4,453
New York 42,105 8,247 31,232 2,621
Utah 53,449 19,223 5,970 28,256
Illinois 40,206 37,020 2,456 733
Mississippi 31,647 7,018 17,219 7,410
Oklahoma 37,873 23,125 8,113 6,635
New Mexico 36,913 15,051 2,914 18,948

Nevada 40,492 5,658 307 34,528
Massachusetts 35,761 2,428 27,931 5,403
Idaho 18,690 5,682 1,582 11,425
Hawaii 80,922 29,619 28,863 22,439
New Jersey 44,622 13,676 29,056 1,890
Montana 14,237 4,893 1,940 7,406
Maine 19,869 999 17,842 1,031
West Virginia 26,957 8,566 17,427 968
New Hampshire 31,367 1,755 28,229 1,381
Iowa 9,878 9,089 348 440

Alaska 9,877 -242 4,916 5,203
Wyoming 9,167 4,681 169 4,314
Kansas 8,769 7,985 387 405
Vermont 9,037 1,398 6,812 826
Delaware 11,312 5,713 3,318 2,281
South Dakota 6,189 4,876 265 1,045
Nebraska 6,390 6,141 10 233
Rhode Island 23,875 2,135 21,741 0
Connecticut 6,832 757 6,075 0
North Dakota 3,146 2,877 32 240

United States 4,002,231 1,499,634 1,505,434 997,158

Source: Center for Urban Policy Research, Rutgers University.
Note: Washington, DC, is included in the nationwide (United States) totals.

Table 6.27
Lands Saved—Uncontrolled- and Controlled-Growth Scenarios

By State: 2000 to 2025
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Intercounty Savings
for All Counties

Intracounty Savings
for Uncontrolled Counties

Intracounty Savings
for All Other Counties

Total Savings
in Sprawl LocationsState

by Rank

Total
Savings
(Acres) (Acres) (%) (Acres) (%) (Acres) (%) (Acres) (%)

Florida 347,122 187,385 54.0 107,794 31.1 51,942 15.0 295,180 85.0
Texas 405,059 256,797 63.4 54,378 13.4 93,885 23.2 311,174 76.8
California 426,779 354,374 83.0 44,919 10.5 27,486 6.4 399,293 93.6
Georgia 302,350 213,298 70.5 15,926 5.3 73,126 24.2 229,224 75.8
North Carolina 130,638 12,828 9.8 71,040 54.4 46,770 35.8 83,868 64.2
Tennessee 161,831 98,882 61.1 27,285 16.9 35,665 22.0 126,166 78.0
Arizona 94,826 20,323 21.4 69,144 72.9 5,358 5.7 89,467 94.3
South Carolina 100,991 32,652 32.3 48,955 48.5 19,384 19.2 81,607 80.8
Virginia 151,384 104,898 69.3 2,973 2.0 43,513 28.7 107,871 71.3
Colorado 161,926 131,773 81.4 14,774 9.1 15,379 9.5 146,547 90.5

Alabama 96,654 55,112 57.0 17,560 18.2 23,983 24.8 72,671 75.2
Michigan 74,174 36,179 48.8 9,549 12.9 28,446 38.4 45,728 61.6
Washington 93,764 54,043 57.6 9,516 10.1 30,206 32.2 63,558 67.8
Maryland 174,183 148,164 85.1 3,726 2.1 22,293 12.8 151,890 87.2
Indiana 66,755 32,636 48.9 14,490 21.7 19,629 29.4 47,126 70.6
Ohio 56,311 27,846 49.5 11,749 20.9 16,716 29.7 39,595 70.3
Kentucky 46,868 19,777 42.2 8,907 19.0 18,185 38.8 28,683 61.2
Pennsylvania 69,386 47,157 68.0 10,478 15.1 11,752 16.9 57,634 83.1
Oregon 99,875 72,703 72.8 7,451 7.5 19,721 19.7 80,154 80.3
Wisconsin 56,557 22,010 38.9 13,286 23.5 21,261 37.6 35,296 62.4

Arkansas 68,072 49,453 72.6 8,278 12.2 10,340 15.2 57,731 84.8
Louisiana 51,489 21,619 42.0 11,838 23.0 18,032 35.0 33,457 65.0
Minnesota 64,891 41,817 64.4 2,932 4.5 20,143 31.0 44,749 69.0
Missouri 46,172 15,600 33.8 13,543 29.3 17,029 36.9 29,143 63.1
New York 42,103 22,422 53.3 4,030 9.6 15,651 37.2 26,452 62.8
Utah 53,450 33,909 63.4 10,591 19.8 8,949 16.7 44,501 83.3
Illinois 40,208 21,223 52.8 870 2.2 18,115 45.1 22,093 54.9
Mississippi 31,650 10,011 31.6 11,911 37.6 9,728 30.7 21,922 69.3
Oklahoma 37,873 18,443 48.7 5,436 14.4 13,994 36.9 23,879 63.1
New Mexico 36,913 14,840 40.2 10,468 28.4 11,605 31.4 25,308 68.6

Nevada 40,492 23,902 59.0 12,437 30.7 4,154 10.3 36,338 89.7
Massachusetts 35,761 21,356 59.7 3,719 10.4 10,686 29.9 25,075 70.1
Idaho 18,690 3,904 20.9 6,439 34.5 8,346 44.7 10,344 55.3
Hawaii 80,922 76,054 94.0 2,099 2.6 2,770 3.4 78,152 96.6
New Jersey 44,623 33,357 74.8 0 0.0 11,266 25.2 33,357 74.8
Montana 14,238 0 0.0 10,945 76.9 3,293 23.1 10,945 76.9
Maine 19,869 3,746 18.9 8,194 41.2 7,929 39.9 11,940 60.1
West Virginia 26,957 17,468 64.8 1,005 3.7 8,484 31.5 18,473 68.5
New Hampshire 31,367 19,494 62.1 4,361 13.9 7,512 23.9 23,855 76.1
Iowa 9,877 27 0.3 3,829 38.8 6,020 61.0 3,857 39.0

Alaska 9,876 0 0.0 7,910 80.1 1,966 19.9 7,910 80.1
Wyoming 9,167 985 10.7 4,829 52.7 3,353 36.6 5,814 63.4
Kansas 8,771 996 11.4 723 8.2 7,052 80.4 1,719 19.6
Vermont 9,037 73 0.8 2,429 26.9 6,535 72.3 2,502 27.7
Delaware 11,312 5,597 49.5 5,297 46.8 418 3.7 10,894 96.3
South Dakota 6,187 0 0.0 4,638 75.0 1,549 25.0 4,638 75.0
Nebraska 6,391 974 15.2 600 9.4 4,817 75.4 1,574 24.6
Rhode Island 23,875 22,819 95.6 0 0.0 1,056 4.4 22,819 95.6
Connecticut 7,239 1,852 25.6 811 11.2 4,576 63.2 2,663 36.8
North Dakota 3,149 0 0.0 1,439 45.7 1,709 54.3 1,439 45.7
D. C. -5,414 -3,086 57.0 0 0.0 -2,328 43.0 -3,086 57.0

United States 4,002,636 2,407,688 60.2 725,500 18.1 869,447 21.7 3,133,189 78.3

Source: Center for Urban Policy Research, Rutgers University.

Table 6.28
Intercounty, Intracounty, and Sprawl
Land Savings in States: 2000 to 2025
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

EAs by Rank

Total Land
Converted

(Acres)

Percentage
of Overall

Land
Converted

(%)

Agricul-
tural

Lands
Converted

(Acres)

Environ-
mentally
Fragile
Lands

Converted
(Acres)

Other
Lands

Converted
(Acres)

Total Land
Converted

(Acres)

Percentage
of Overall

Land
Converted

(%)

Agricul-
tural

Lands
Converted

(Acres)

Environ-
mentally
Fragile
Lands

Converted
(Acres)

Other
Lands

Converted
(Acres)

Atlanta 800,288 4.25 122,880 650,546 26,862 554,948 3.74 84,357 451,855 18,736

Wash.-Balti. 665,674 3.53 209,193 397,193 59,288 400,775 2.70 115,328 231,269 54,178

Los Angeles-
River.-Orange 546,906 2.90 138,076 53,354 355,476 308,028 2.08 82,715 38,900 186,413

Orlando 479,224 2.54 167,788 167,696 143,739 430,424 2.90 150,554 150,801 129,068

Dallas-F. Wor. 462,019 2.45 363,804 48,872 49,342 363,359 2.45 285,777 40,278 37,305

Nashville 459,877 2.44 275,487 52,091 132,299 349,915 2.36 215,090 35,811 99,013

Denver-Boul.-
Greeley 455,159 2.42 193,606 38,365 223,188 298,206 2.01 137,714 22,047 138,445

Houston-Gal.-
Brazoria 399,568 2.12 240,933 118,187 40,448 283,446 1.91 176,779 78,210 28,458

Jacksonville 388,588 2.06 46,443 278,161 63,984 290,230 1.96 34,826 203,988 51,416

Boston-Wor.-
Law.-Lo.-Bro., 363,865 1.93 32,588 294,406 36,871 272,217 1.83 26,260 216,112 29,845

New York-
NNJ-Long Isl. 341,540 1.81 48,240 262,120 31,179 281,066 1.89 39,333 216,764 24,969

San Francisco-
Oak.-S. Jose 345,067 1.83 218,650 75,799 50,618 220,666 1.49 133,985 51,785 34,896

Minneapolis-
St. Paul 298,943 1.59 150,635 42,053 106,255 230,528 1.55 116,749 37,580 76,199

Seattle-Taco.-
Bremerton 269,545 1.43 17,153 175,967 76,424 197,327 1.33 12,846 131,933 52,548

Portland-Salem 267,092 1.42 52,155 108,964 105,973 175,544 1.18 40,580 76,205 58,759

San Antonio 266,330 1.41 192,261 30,238 43,831 192,451 1.30 146,800 17,786 27,865

Phoenix-Mesa 265,698 1.41 55,868 14,329 195,502 231,380 1.56 48,859 12,788 169,733

Miami-Fort
Lauderdale 246,200 1.31 75,235 24,857 146,108 208,837 1.41 53,433 18,382 137,021

Sacramento-
Yolo 234,350 1.24 85,588 72,663 76,099 196,646 1.33 74,505 59,658 62,483

Las Vegas 231,859 1.23 17,722 2,478 211,659 206,235 1.39 16,105 2,257 187,873

Chicago-Gary-
Kenosha 225,504 1.20 189,401 32,787 3,316 179,608 1.21 147,570 28,925 3,113

Charlotte-
Gasto.-R. Hill 224,779 1.19 72,625 136,416 15,738 196,279 1.32 63,852 118,457 13,970

Austin-San
Marcos 220,786 1.17 175,261 17,674 27,850 142,470 .96 110,782 12,327 19,360

Raleigh-Dur.-
Chapel Hill 216,944 1.15 66,429 109,981 40,534 185,415 1.25 57,638 91,562 36,215

Indianapolis 213,955 1.14 170,129 31,779 12,047 181,207 1.22 146,261 25,252 9,694

Tampa-St. Pet-
Clearwater 207,033 1.10 107,510 59,613 39,910 118,154 .80 67,588 35,567 14,999

Philadelphia-
Wil.-Atl. City 204,332 1.08 92,282 105,511 6,540 129,188 .87 59,837 64,701 4,650

Knoxville 197,790 1.05 46,346 149,010 2,434 160,937 1.08 39,239 119,470 2,228

Lexington, 189,901 1.01 50,163 102,191 37,547 171,630 1.16 45,676 92,300 33,655

Greensboro-
Wins.-Sal-HP 186,691 .99 63,975 87,727 34,989 166,346 1.12 55,761 78,846 31,739

Source: Center for Urban Policy Research, Rutgers University.

Note: The percentage of overall land converted is the ratio of land converted in the EA (or county) to the total land converted in the United States over
the 25-year projection period.

Table 6.29
Lands Converted in EAs by Type

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
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EAs
Total Units

(#)

Residential
Units

(#)

Non-
residential

Units
(#)

Total Land
Converted

(Acres)

Original
Acres per

Unit
(Acres)

Land Saved
(Acres)

New Acres
per Unit
(Acres)

Percentage of
Units in Urban/

Suburban
Counties

(%)

Percentage of
Units in Devel-
oped Areas of

Counties
(%)

Atlanta 1,556,336 872,215 684,121 800,288 0.5142 245,338 0.3580 75.3 64.7
Washington-
Baltimore 1,836,241 902,435 933,806 665,675 0.3625 264,899 0.2270 82.3 77.6
Los Angeles-
Rivers.-Orange 2,834,266 1,269,603 1,564,663 546,906 0.1930 238,878 0.1107 79.4 93.8
Orlando 1,129,006 692,982 436,024 479,225 0.4245 48,801 0.3812 56.9 80.8
Dallas-Fort
Worth 1,838,462 1,031,242 807,220 462,021 0.2513 98,659 0.1978 86.9 81.8
Nashville 595,314 330,977 264,337 459,878 0.7725 109,962 0.5906 34.5 33.1
Denver-Boulder-
Greeley 1,368,513 712,343 656,170 455,160 0.3326 156,954 0.2208 78.6 76.6
Houston-
Galveston-
Brazoria 1,454,861 822,189 632,672 399,567 0.2746 116,122 0.1952 87.7 73.6
Jacksonville 553,635 315,580 238,055 388,586 0.7019 98,355 0.5244 45.8 61.4
Boston-Worces.-
Lawrence-
Lowell-Brocktn, 1,091,630 496,148 595,482 363,867 0.3333 91,650 0.2532 83.7 71.1
New York-N.
New Jersey-
Long Island 1,573,171 470,668 1,102,503 347,619 0.2210 60,471 0.1846 82.7 73.1
San Francisco-
Oakland-S. Jose 1,645,638 849,514 796,123 345,067 0.2097 124,402 0.1354 78.0 90.7
Minneapolis-St.
Paul 944,183 446,306 497,876 298,944 0.3166 68,418 0.2468 66.6 67.5
Seattle-Tacoma-
Bremerton 1,244,204 693,721 550,483 269,544 0.2166 72,219 0.1592 89.4 80.8
Portland-Salem 788,336 430,118 358,218 267,093 0.3388 91,551 0.2260 73.7 69.3
San Antonio 739,307 424,496 314,811 266,330 0.3602 73,877 0.2607 75.5 76.5
Phoenix-Mesa 1,390,280 838,516 551,763 265,698 0.1911 34,317 0.1664 91.6 90.3
Miami-Fort
Lauderdale 1,441,174 779,764 661,409 246,201 0.1708 37,362 0.1453 91.9 96.0
Sacramento-
Yolo 641,652 374,326 267,326 234,349 0.3652 37,703 0.3074 51.0 75.4
Las Vegas 830,101 475,717 354,384 231,859 0.2793 25,624 0.2484 82.8 79.2
Chicago-Gary-
Kenosha 1,246,960 442,450 804,510 225,502 0.1808 45,891 0.1471 89.3 85.4
Charlotte-
Gastonia-R. Hill 488,203 263,434 224,769 224,778 0.4604 28,498 0.4021 63.0 66.6
Austin-San
Marcos 475,642 267,689 207,953 220,787 0.4642 78,319 0.3005 72.7 70.1
Raleigh-
Durham-Chapel
Hill 503,701 274,456 229,244 216,943 0.4307 31,527 0.3680 73.2 67.2
Indianapolis 638,537 313,103 325,434 213,955 0.3351 32,756 0.2836 48.7 61.9
Tampa-St.
Petersburg-
Clearwater 739,338 432,611 306,727 207,033 0.2800 88,879 0.1591 85.3 90.3
Philadelphia-
Wilmington-
Atlantic City 764,268 352,266 412,002 204,332 0.2674 75,143 0.1864 73.4 81.1
Knoxville 289,612 157,014 132,598 197,790 0.6829 36,856 0.5570 40.1 36.3
Lexington, 260,636 129,736 130,900 189,900 0.7286 18,275 0.6590 29.8 28.1
Greensboro-
Winston-Salem-
High Point 337,344 162,374 174,970 186,691 0.5534 20,347 0.4931 55.2 55.2

Source: Center for Urban Policy Research, Rutgers University.

Note: One nonresidential unit equals 1,000 square feet.
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Table 6.30
Units Developed in EAs and Land Converted—Land Conversion Summary: 2000 to 2025

(Top 30 EAs)



206

L A N D   C O N V E R S I O N    I N   T H E   U N I T E D   S T A T E S

G��	�
�B�����	���H����
���H������G���'	�
��"&�
8;�#��E��������1��@) ��������5&��������
���
'����
���������%..�...�	��������3..�...������������
����
�
���	����������@4�������������������������������	�����
���
�����
	������	��
	�	�����������
	�����������

	������
����
���
����
��
	���������������
�����
�	��
(������:��	�B��	����P�5&��2�4�...����3�@�...������
��
���	��� ���� ������	���� ������� �
� ;��	�
�
A�����	�
�G��+�������P�5&�� @3.�...� ������	���
���������3..�...�	�	���������������
���	�����
�	���$���

EA by Rank
Total Land

(Acres)
Agricultural Lands

(Acres)

Environmentally
Fragile Lands

(Acres)
Other Lands

(Acres)

Atlanta 245,338 38,523 198,691 8,126

Washington-Baltimore 264,899 93,865 165,924 5,110

Los Angeles-Riverside-
Orange 238,878 55,361 14,454 169,063

Orlando 48,801 17,234 16,895 14,671

Dallas-Fort Worth 98,659 78,028 8,595 12,038

Nashville 109,962 60,397 16,279 33,286

Denver-Boulder-Greeley 156,954 55,892 16,318 84,743

Houston-Galveston-
Brazoria 116,122 64,155 39,977 11,990

Jacksonville 98,355 11,617 74,174 12,568

Boston-Worcester-
Lawrence.-Lowell-Bro., 91,650 6,327 78,294 7,027

New York-North New
Jersey-Long Island 60,471 8,908 45,356 6,210

San Francisco-Oakland-
San Jose 124,402 84,665 24,014 15,722

Minneapolis-St. Paul 68,418 33,886 4,472 30,056

Seattle-Tacoma-
Bremerton 72,219 4,308 44,035 23,876

Portland-Salem 91,551 11,576 32,759 47,214

San Antonio 73,877 45,461 12,452 15,967

Phoenix-Mesa 34,317 7,009 1,541 25,768

Miami-Fort Lauderdale 37,362 21,802 6,475 9,086

Sacramento-Yolo 37,703 11,082 13,005 13,616

Las Vegas 25,624 1,617 221 23,786

Chicago-Gary-Kenosha 45,891 41,831 3,862 203

Charlotte-Gastonia-
Rock Hill 28,498 8,773 17,959 1,768

Austin-San Marcos 78,319 64,479 5,347 8,490

Raleigh-Durham-
Chapel Hill 31,527 8,791 18,419 4,319

Indianapolis 32,756 23,868 6,527 2,352

Tampa-St. Petersburg-
Clearwater 88,879 39,922 24,047 24,910

Philadelphia-Wilmington-
Atlantic City 75,143 32,444 40,810 1,890

Knoxville 36,856 7,107 29,540 206

Lexington 18,275 4,487 9,891 3,893

Greensboro-Winston-
Salem-High Point 20,347 8,214 8,881 3,250

Source: Center for Urban Policy Research, Rutgers University.

Table 6.31
Lands Saved in EAs by Type

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
(Top 30 EAs)
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Intercounty Savings
for All Counties

Intracounty Savings
for Uncontrolled Counties

Intracounty Savings
for All Other Counties

Total Savings
in Sprawl Locations

EA by Rank

Total
Savings
(Acres) (Acres) (%) (Acres) (%) (Acres) (%) (Acres) (%)

Atlanta 245,342 187,935 76.6 4,503 1.8 52,903 21.6 192,438 78.4

Washington-
Baltimore 264,900 223,639 84.4 0 0.0 41,261 15.6 223,639 84.4

Los Angeles-
River.-Orange 238,877 237,614 99.5 11,716 4.9 -10,453 -4.4 249,330 104.4

Orlando 48,801 0 0.0 30,565 62.6 18,235 37.4 30,565 62.6

Dallas-Fort
Worth. 98,660 53,737 54.5 8,028 8.1 36,895 37.4 61,765 62.6

Nashville 109,959 77,622 70.6 16,986 15.4 15,351 14.0 94,608 86.0

Denver-Boul.-
Greeley 156,953 131,773 84.0 10,021 6.4 15,159 9.7 141,795 90.3

Houston-Gal.-
Brazoria 116,122 74,950 64.5 21,388 18.4 19,784 17.0 96,338 83.0

Jacksonville 98,356 61,414 62.4 22,330 22.7 14,611 14.9 83,745 85.1

Boston-Wor.-
Law.-Lo.-Bro., 91,649 63,803 69.6 8,080 8.8 19,767 21.6 71,882 78.4

New York-
NNJ-Long Isl. 60,883 36,914 60.6 811 1.3 23,157 38.0 37,726 62.0

San Francisco-
Oak.-S. Jose 124,403 114,551 92.1 1,268 1.0 8,585 6.9 115,818 93.1

Minneapolis-
St. Paul 68,418 46,969 68.7 0 0.0 21,449 31.3 46,969 68.7

Seattle-Taco.-
Bremerton 72,219 49,604 68.7 1,508 2.1 21,107 29.2 51,112 70.8

Portland-Salem 91,551 76,386 83.4 0 0.0 15,164 16.6 76,386 83.4

San Antonio 73,876 47,073 63.7 10,362 14.0 16,442 22.3 57,435 77.7

Phoenix-Mesa 34,317 0 0.0 32,736 95.4 1,581 4.6 32,736 95.4

Miami-Fort
Lauderdale 37,362 32,392 86.7 3,365 9.0 1,605 4.3 35,757 95.7

Sacramento-
Yolo 37,704 13,677 36.3 18,901 50.1 5,125 13.6 32,578 86.4

Las Vegas 25,625 0 0.0 24,889 97.1 736 2.9 24,889 97.1

Chicago-Gary-
Kenosha 45,892 26,590 57.9 0 0.0 19,302 42.1 26,590 57.9

Charlotte-
Gasto.-R. Hill 28,499 2,108 7.4 9,884 34.7 16,507 57.9 11,991 42.1

Austin-San
Marcos 78,319 62,931 80.4 8,315 10.6 7,073 9.0 71,246 91.0

Raleigh-Dur.-
Chapel Hill 31,527 7,712 24.5 14,337 45.5 9,477 30.1 22,049 69.9

Indianapolis 32,752 13,162 40.2 11,634 35.5 7,956 24.3 24,796 75.7

Tampa-St. Pet-
Clearwater 88,878 71,375 80.3 0 0.0 17,503 19.7 71,375 80.3

Philadelphia-
Wil.-Atl. City 75,144 68,565 91.2 1,123 1.5 5,456 7.3 69,688 92.7

Knoxville 36,852 21,518 58.4 7,683 20.8 7,652 20.8 29,201 79.2

Lexington, 18,274 2,700 14.8 5,382 29.5 10,191 55.8 8,083 44.2

Greensboro-
Wins.-Sal-HP 20,346 0 0.0 15,338 75.4 5,008 24.6 15,338 75.4

Source: Center for Urban Policy Research, Rutgers University.
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Intercounty, Intracounty, and Sprawl

Land Savings in EAs: 2000 to 2025
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Counties
Total Units

(#)

Residential
Units

(#)

Non-
residential

Units
(#)

Total Land
Converted

(Acres)

Original
Acres per

Unit
(Acres)

Land
Saved

(Acres)

New Acres
per Unit
(Acres)

Percentage of
Units in Urban/

Suburban
Counties

(%)

Percentage of
Units in Dev-
eloped Areas
of Counties

(%)

Maricopa, AZ 1,274,148 763,608 510,541 158,677 0.1245 23,569 0.1060 100.0 96.7
Riverside, CA 431,019 261,192 169,827 157,593 0.3656 114,455 0.2965 0.0 82.8
Yavapai, AZ 94,542 69,053 25,490 113,477 1.2003 12,828 1.1417 0.0 0.0
Pasco, FL 159,721 122,727 36,994 110,727 0.6933 67,371 0.5633 0.0 73.4
Lake, FL 71,611 52,319 19,292 110,628 1.5449 10,546 1.3976 0.0 0.0
San Diego, CA 1,082,149 597,998 484,151 110,445 0.1021 13,655 0.0894 100.0 100.0
San Bernar., CA 433,006 245,959 187,047 108,470 0.2505 70,979 0.2279 0.0 98.6
Williamson, TX 124,010 86,078 37,932 97,861 0.7891 50,788 0.7185 0.0 56.4
Benton, AR 79,832 47,116 32,716 92,000 1.1524 23,439 1.0614 0.0 1.3
Baldwin, AL 74,086 48,267 25,819 84,292 1.1378 9,325 1.0303 0.0 0.0

Rutherford, TN 78,216 45,079 33,137 83,445 1.0669 7,027 0.9770 0.0 0.0
Washington, UT 74,509 47,069 27,440 82,301 1.1046 7,145 1.0087 0.0 0.0
Clark, NV 687,431 388,189 299,242 79,928 0.1163 12,436 0.0982 100.0 95.7
St. Johns, FL 69,643 53,365 16,278 77,322 1.1103 10,219 0.9635 0.0 40.7
Maui+Kala., HI 83,429 50,652 32,777 74,940 0.8982 53,043 0.8195 0.0 0.0
Marion, FL 59,413 43,046 16,367 73,120 1.2307 8,297 1.0911 0.0 28.1
Harris, TX 793,811 402,851 390,960 71,695 0.0903 4,285 0.0782 100.0 99.1
Brunswick, NC 43,469 33,178 10,291 68,773 1.5821 6,651 1.4291 0.0 3.6
Carroll, MD 50,456 29,955 20,500 68,708 1.3617 46,344 1.0890 0.0 0.0
Fayette, GA 45,165 29,431 15,734 65,804 1.4570 43,653 1.2018 0.0 0.8

Manatee, FL 182,964 109,504 73,461 65,697 0.3591 28,192 0.2857 0.0 91.4
Placer, CA 114,877 75,556 39,322 61,772 0.5377 9,312 0.4567 0.0 64.9
Beaufort, SC 46,105 27,079 19,026 61,592 1.3359 29,254 0.9724 0.0 0.0
Pima, AZ 321,968 206,519 115,449 61,276 0.1903 17,358 0.1364 100.0 92.2
Comal, TX 44,469 33,079 11,389 60,836 1.3681 39,130 0.9529 0.0 0.3
Collier, FL 87,023 53,801 33,222 60,252 0.6924 10,467 0.5721 0.0 66.0
Deschutes, OR 63,609 38,619 24,990 59,181 0.9304 41,100 0.7809 0.0 0.0
Sussex, DE 39,674 27,319 12,355 59,127 1.4903 7,601 1.3371 0.0 0.0
Brazoria, TX 59,598 39,836 19,762 57,567 0.9659 37,787 0.6251 0.0 33.2
Williamson, TN 62,847 38,150 24,697 55,842 0.8885 9,288 0.9024 0.0 25.4

Orange, FL 436,002 214,231 221,772 55,729 0.1278 8,107 0.1092 100.0 97.5
Clackamas, OR 115,338 68,346 46,992 55,554 0.4817 34,541 0.4079 0.0 71.4
Hillsbo., FL 424,542 234,061 190,481 55,500 0.1307 4,835 0.1076 100.0 94.6
Sevier, TN 51,534 31,984 19,550 55,486 1.0767 4,945 0.9807 0.0 0.0
Kern, CA 109,342 64,723 44,619 55,480 0.5074 27,811 0.4142 0.0 65.2
Hawaii, HI 56,717 37,511 19,205 54,892 0.9678 29,789 0.8765 0.0 0.0
Santa Rosa, Fl 67,765 49,612 18,152 52,865 0.7801 8,882 0.6491 0.0 68.4
L. Angeles, CA 816,787 252,134 564,652 52,520 0.0643 -28,656 0.0564 100.0 100.0
Broward, FL 472,218 250,559 221,660 52,462 0.1111 9,502 0.0935 100.0 98.9
Pinal, AZ 61,564 44,113 17,451 52,303 0.8496 6,165 0.7494 0.0 36.8

Sonoma, CA 105,031 68,244 36,788 52,193 0.4969 33,847 0.4003 0.0 68.7
Henry, GA 42,749 28,254 14,495 52,143 1.2197 34,370 1.0153 0.0 23.8
Orange, CA 702,516 293,959 408,557 52,137 0.0742 1,733 0.0652 100.0 100.0
Douglas, CO 73,896 43,524 30,372 51,638 0.6988 38,147 0.5664 0.0 51.6
Paulding, GA 29,295 24,346 4,949 51,629 1.7624 31,258 1.5069 0.0 0.0
Charles, MD 37,323 22,735 14,587 51,209 1.3721 29,625 1.1050 0.0 0.0
Bexar, TX 523,243 278,594 244,649 50,546 0.0966 5,754 0.0804 100.0 95.1
Palm Beach, FL 427,868 272,677 155,192 49,001 0.1145 14,550 0.1010 100.0 100.0
Montgome., TX 154,787 112,584 42,203 48,956 0.3163 14,372 0.2562 100.0 0.0
Worcester, MA 85,882 46,589 39,293 48,751 0.5677 22,291 0.5031 0.0 78.5

Source: Center for Urban Policy Research, Rutgers University.
Note: One nonresidential unit equals 1,000 square feet.

Table 6.33
Counties Ranked by Total Land Converted—County Land Conversion: 2000 to 2025

(Top 50 Counties)

Controlled Growth
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

Counties
by Rank

Total Land
Converted

(Acres)

Percentage
of Overall

Land
Converted

(%)

Agricul-
tural

Lands
Converted

(Acres)

Environ-
mentally
Fragile
Lands

Converted
(Acres)

Other
Lands

Converted
(Acres)

Total Land
Converted

(Acres)

Percentage
of Overall

Land
Converted

(%)

Agricul-
tural

Lands
Converted

(Acres)

Environ-
mentally
Fragile
Lands

Converted
(Acres)

Other
Lands

Converted
(Acres)

Maricopa, AZ 158,677 0.84 25,058 4,463 129,156 135,108 0.91 21,336 3,800 109,972
Riverside, CA 157,593 0.84 20,188 7,236 130,169 43,138 0.29 5,526 1,981 35,631
Yavapai, AZ 113,477 0.60 16,877 7,880 88,720 100,649 0.68 14,969 6,989 78,691
Pasco, FL 110,727 0.59 57,092 26,156 27,480 43,356 0.29 22,355 10,241 10,760
Lake, FL 110,628 0.59 22,262 25,370 62,996 100,083 0.67 20,140 22,952 56,992
San Diego, CA 110,445 0.59 28,753 18,068 63,624 96,790 0.65 25,198 15,834 55,758
San Bernar., CA 108,470 0.58 8,188 1,777 98,505 37,491 0.25 2,830 614 34,047
Williamson, TX 97,861 0.52 83,774 3,152 10,935 47,073 0.32 40,297 1,516 5,260
Benton, AR 92,000 0.49 46,177 296 45,527 68,562 0.46 34,413 221 33,928
Baldwin, AL 84,292 0.45 10,811 54,563 18,919 74,967 0.51 9,615 48,527 16,826

Rutherford, TN 83,445 0.44 63,336 2,905 17,204 76,419 0.52 58,004 2,660 15,756
Washington, UT 82,301 0.44 8,353 1,470 72,478 75,156 0.51 7,628 1,343 66,185
Clark, NV 79,928 0.42 1,131 109 78,688 67,492 0.45 955 92 66,445
St. Johns, FL 77,322 0.41 8,324 61,579 7,419 67,104 0.45 7,224 53,442 6,439
Maui+Kala., HI 74,940 0.40 29,503 27,662 17,775 21,897 0.15 8,621 8,083 5,194
Marion, FL 73,120 0.39 21,875 43,673 7,572 64,823 0.44 19,393 38,717 6,713
Harris, TX 71,695 0.38 59,101 12,594 0 67,410 0.45 55,568 11,842 0
Brunswick, NC 68,773 0.37 4,961 62,863 949 62,123 0.42 4,481 56,785 857
Carroll, MD 68,708 0.36 36,664 32,044 0 22,363 0.15 11,933 10,430 0
Fayette, GA 65,804 0.35 15,817 49,987 0 22,151 0.15 5,324 16,827 0
Manatee, FL 65,697 0.35 38,623 1,215 25,860 37,504 0.25 22,048 694 14,762
Placer, CA 61,772 0.33 11,847 26,751 23,174 52,460 0.35 10,061 22,719 19,680
Beaufort, SC 61,592 0.33 3,151 21,616 36,825 32,337 0.22 1,654 11,349 19,334
Pima, AZ 61,276 0.33 33,774 849 26,653 43,917 0.3 24,206 609 19,102
Comal, TX 60,836 0.32 28,378 17,126 15,332 21,707 0.15 10,126 6,111 5,471
Collier, FL 60,252 0.32 12,111 12,226 35,915 49,785 0.34 10,007 10,102 29,676
Deschutes, OR 59,181 0.31 3,521 11,564 44,096 18,081 0.12 1,076 3,533 13,472
Sussex, DE 59,127 0.31 25,913 15,469 17,745 51,526 0.35 22,582 13,480 15,464
Brazoria, TX 57,567 0.31 49,369 8,198 0 19,781 0.13 16,964 2,817 0
Williamson, TN 55,842 0.30 46,126 9,717 0 46,553 0.31 38,453 8,100 0

Orange, FL 55,729 0.30 26,191 14,441 15,097 47,622 0.32 22,381 12,340 12,901
Clackamas, OR 55,554 0.29 8,563 28,482 18,509 21,014 0.14 3,239 10,774 7,001
Hillsbo., FL 55,500 0.29 41,244 14,256 0 50,665 0.34 37,651 13,014 0
Sevier, TN 55,486 0.29 5,977 49,509 0 50,541 0.34 5,444 45,097 0
Kern, CA 55,480 0.29 31,172 3,240 21,068 27,670 0.19 15,547 1,616 10,508
Hawaii, HI 54,892 0.29 16,915 20,268 17,709 25,103 0.17 7,736 9,269 8,099
Santa Rosa, Fl 52,865 0.28 7,124 34,642 11,099 43,984 0.3 5,927 28,822 9,235
L. Angeles, CA 52,520 0.28 5,174 8,969 38,377 81,176 0.55 7,998 13,863 59,316
Broward, FL 52,462 0.28 3,222 1,948 47,293 42,961 0.29 2,638 1,595 38,728
Pinal, AZ 52,303 0.28 20,228 1,668 30,407 46,137 0.31 17,843 1,471 26,822

Sonoma, CA 52,193 0.28 28,952 23,241 0 18,347 0.12 10,177 8,170 0
Henry, GA 52,143 0.28 13,032 39,111 0 17,774 0.12 4,442 13,332 0
Orange, CA 52,137 0.28 28,417 12,128 11,591 50,404 0.34 27,473 11,725 11,206
Douglas, CO 51,638 0.27 28,653 5,590 17,395 13,491 0.09 7,486 1,460 4,545
Paulding, GA 51,629 0.27 2,622 49,007 0 20,371 0.14 1,035 19,336 0
Charles, MD 51,209 0.27 9,733 41,476 0 21,584 0.15 4,102 17,482 0
Bexar, TX 50,546 0.27 42,642 7,904 0 44,792 0.3 37,787 7,005 0
Palm Beach, FL 49,001 0.26 28,849 9,865 10,288 34,451 0.23 20,283 6,935 7,233
Montgome., TX 48,956 0.26 14,828 34,128 0 34,584 0.23 10,475 24,109 0
Worcester, MA 48,751 0.26 4,393 44,358 0 26,460 0.18 2,384 24,076 0

Source: Center for Urban Policy Research, Rutgers University.

Note: The percentage of overall land converted is the ratio of land converted in the EA (or county) to the total land converted in the United States over
the 25-year projection period.

Table 6.34
Lands Converted in Counties by Type—

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
(Top 50 Counties)
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Table 6.35
Lands Saved in Counties by Type—

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
(Top 50 Counties)

County by Rank Total Land (Acres)
Agricultural Lands

(Acres)

Environmentally
Fragile Lands

(Acres)
Other Lands

(Acres)

Maricopa, AZ 23,569 3,722 663 19,184
Riverside, CA 114,455 14,662 5,255 94,538
Yavapai, AZ 12,828 1,908 891 10,029
Pasco, FL 67,371 34,737 15,914 16,720
Lake, FL 10,546 2,122 2,418 6,005
San Diego, CA 13,655 3,555 2,234 7,866
San Bernardino, CA 70,979 5,358 1,163 64,458
Williamson, TX 50,788 43,477 1,636 5,675
Benton, AR 23,439 11,764 75 11,598
Baldwin, AL 9,325 1,196 6,036 2,093

Rutherford, TN 7,027 5,333 245 1,449
Washington, UT 7,145 725 128 6,292
Clark, NV 12,436 176 17 12,243
St. Johns, FL 10,219 1,100 8,138 980
Maui + Kalawao, HI 53,043 20,883 19,579 12,581
Marion, FL 8,297 2,482 4,956 859
Harris, TX 4,285 3,532 753 0
Brunswick, NC 6,651 480 6,079 92
Carroll, MD 46,344 24,731 21,614 0
Fayette, GA 43,653 10,493 33,160 0

Manatee, FL 28,192 16,574 521 11,097
Placer, CA 9,312 1,786 4,033 3,493
Beaufort, SC 29,254 1,497 10,267 17,491
Pima, AZ 17,358 9,568 241 7,551
Comal, TX 39,130 18,252 11,015 9,862
Collier, FL 10,467 2,104 2,124 6,239
Deschutes, OR 41,100 2,445 8,031 30,624
Sussex, DE 7,601 3,331 1,989 2,281
Brazoria, TX 37,787 32,405 5,381 0
Williamson, TN 9,288 7,673 1,616 0

Orange, FL 8,107 3,810 2,101 2,196
Clackamas, OR 34,541 5,324 17,708 11,508
Hillsbo., FL 4,835 3,593 1,242 0
Sevier, TN 4,945 533 4,412 0
Kern, CA 27,811 15,625 1,624 10,561
Hawaii, HI 29,789 9,180 10,999 9,610
Santa Rosa, Fl 8,882 1,197 5,820 1,865
Los Angeles, CA -28,656 -2,823 -4,894 -20,939
Broward, FL 9,502 583 353 8,565
Pinal, AZ 6,165 2,385 197 3,585

Sonoma, CA 33,847 18,775 15,071 0
Henry, GA 34,370 8,590 25,779 0
Orange, CA 1,733 945 403 385
Douglas, CO 38,147 21,167 4,129 12,851
Paulding, GA 31,258 1,588 29,670 0
Charles, MD 29,625 5,630 23,995 0
Bexar, TX 5,754 4,854 900 0
Palm Beach, FL 14,550 8,566 2,929 3,055
Montgomery, TX 14,372 4,353 10,019 0
Worcester, MA 22,291 2,008 20,283 0

Source: Center for Urban Policy Research, Rutgers University.
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Intercounty Savings Intracounty Savings
Total Savings

in Sprawl LocationsCounty
by Rank

Total
Savings
(Acres) (Acres) (%) (Acres) (%) (Acres) (%)

Maricopa, AZ 23,569 0 0.0 23,569 100.0 23,569 100.0
Riverside, CA 114,455 104,217 91.1 10,238 8.9 114,455 100.0
Yavapai, AZ 12,828 2,472 19.3 10,357 80.7 12,829 100.0
Pasco, FL 67,371 56,999 84.6 10 ,372 15.4 56,999 84.6
Lake, FL 10,546 0 0.0 10,546 100.0 10,546 100.0
San Diego, CA 13,655 0 0.0 13,655 100.0 0 0.0
San Bernar., CA 70,979 68,037 95.9 2,942 4.1 68,037 95.9
Williamson, TX 50,788 42,473 83.6 8,315 16.4 50,788 100.0
Benton, AR 23,439 16,714 71.3 6,725 28.7 23,439 100.0
Baldwin, AL 9,325 2,053 22.0 7,272 78.0 9,325 100.0

Rutherford, TN 7,027 0 0.0 7,027 100.0 7,027 100.0
Washington, UT 7,145 0 0.0 7,145 100.0 7,145 100.0
Clark, NV 12,436 0 0.0 12,437 100.0 12,437 100.0
St. Johns, FL 10,219 0 0.0 10,219 100.0 10,219 100.0
Maui+Kala., HI 53,043 50,944 96.0 2,099 4.0 53,043 100.0
Marion, FL 8,297 0 0.0 8,297 100.0 8,297 100.0
Harris, TX 4,285 -6,005 -140.1 10,290 240.1 -6,005 -140.1
Brunswick, NC 6,651 0 0.0 6,651 100.0 6,651 100.0
Carroll, MD 46,344 44,256 95.5 2,088 4.5 44,256 95.5
Fayette, GA 43,653 41,509 95.1 2,144 4.9 41,509 95.1

Manatee, FL 28,192 18,791 66.7 9,401 33.3 28,192 100.0
Placer, CA 9,312 0 0.0 9,312 100.0 9,312 100.0
Beaufort, SC 29,254 26,338 90.0 2,916 10.0 29,254 100.0
Pima, AZ 17,358 0 0.0 17,358 100.0 17,358 100.0
Comal, TX 39,130 37,173 95.0 1,957 5.0 39,130 100.0
Collier, FL 10,467 0 0.0 10,467 100.0 10,467 100.0
Deschutes, OR 41,100 39,593 96.3 1,507 3.7 39,593 96.3
Sussex, DE 7,601 2,304 30.3 5,297 69.7 7,601 100.0
Brazoria, TX 37,787 35,635 94.3 2,151 5.7 37,786 100.0
Williamson, TN 9,288 3,562 38.4 5,726 61.7 9,288 100.0

Orange, FL 8,107 0 0.0 8,107 100.0 0 0.0
Clackamas, OR 34,541 30,624 88.7 3,917 11.3 30,624 88.7
Hillsbo., FL 4,835 -3,926 -81.2 8,760 181.2 -3,926 -81.2
Sevier, TN 4,945 0 0.0 4,945 100.0 4,945 100.0
Kern, CA 27,811 23,285 83.7 4,525 16.3 23,285 83.7
Hawaii, HI 29,789 27,394 92.0 2,396 8.0 27,394 92.0
Santa Rosa, Fl 8,882 0 0.0 8,882 100.0 8,882 100.0
L. Angeles, CA -28,656 -4,343 15.2 -24,313 84.8 -4,343 15.2
Broward, FL 9,502 2,937 30.9 6,565 69.1 2,937 30.9
Pinal, AZ 6,165 0 0.0 6,165 100.0 6,165 100.0

Sonoma, CA 33,847 30,524 90.2 3,322 9.8 30,524 90.2
Henry, GA 34,370 32,291 94.0 2,079 6.0 32,291 94.0
Orange, CA 1,733 850 49.0 883 50.9 850 49.0
Douglas, CO 38,147 36,321 95.2 1,826 4.8 36,321 95.2
Paulding, GA 31,258 29,121 93.2 2,137 6.8 29,121 93.2
Charles, MD 29,625 27,548 93.0 2,077 7.0 27,548 93.0
Bexar, TX 5,754 -3,117 -54.2 8,871 154.2 -3,117 -54.2
Palm Beach, FL 14,550 9,422 64.8 5,128 35.2 9,422 64.8
Montgome., TX 14,372 6,385 44.4 7,987 55.6 14,372 100.0
Worcester, MA 22,291 18,573 83.3 3,719 16.7 22,292 100.0

Source: Center for Urban Policy Research, Rutgers University.

Table 6.36
Intercounty, Intracounty, and Sprawl

Land Savings in Counties: 2000 to 2025
(Top 50 Counties)
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VII

Water and Sewer
Infrastructure

in the United States:
Requirements under Sprawl

and Alternative Development

INTRODUCTION

This chapter begins the analysis of the infrastructure
requirements and costs of uncontrolled or “sprawl”
growth versus controlled or “compact/smart” growth,
with the focus on water and sewer infrastructure and
costs.

The question to be addressed is whether growth that
is constrained in both its intercounty and intracounty
movement (i.e., directed from one county to another
so it will occur within the most developed county and
directed from the periphery of a county to the center)
uses less water and sewer infrastructure than if it is
not constrained.

The analysis herein is built on the two national de-
velopment alternatives discussed earlier. Both devel-
opment alternatives involve growth of a magnitude
that produces 53 million development units nation-
wide (26.49 million residential, 26.48 million non-
residential) over the 25-year period 2000 to 2025.
Approximately 23 million of these combined residen-
tial and nonresidential development units will be in
the South, 16 million in the West, 9.3 million in the
Midwest, and 4.8 million in the Northeast.

In the uncontrolled-growth scenario, of the 53 mil-
lion development units, 33.6 million will be in urban
and suburban counties and 19.4 million will be in rural
and undeveloped counties. In a controlled-growth
scenario resulting from intercounty growth position-
ing, 36.7 million development units will be built in
urban and suburban counties and 15.8 million  will
be built in rural and undeveloped counties. In the
controlled-growth scenario, this represents a shift of
3.1 million development units to the more urban and
suburban locations on a base of 33.6 million, a shift
of more than 9.2 percent.

In a controlled-growth scenario resulting from
intracounty growth positioning, about 2 million de-
velopment units are relocated to the developed areas
of counties. These development units experience a
20 percent increase in density, or a 10 percent increase
in floor-area ratio (FAR). In the undeveloped areas
under controlled growth, approximately 20 percent
of the residential units are developed in cluster de-
velopments wherein density is twice as high as the
prevailing density of undeveloped areas. In addition,
under the controlled-growth scenario, one-quarter
more units are developed as single-family attached
or multifamily units rather than single-family detached
or mobile home units.

217



218

W A T E R   A N D   S E W E R   I N F R A S T R U C T U R E   I N   T H E   U N I T E D   S T A T  E S

CONCEPTUAL OVERVIEW AND
ASSESSMENT MODEL

Water-based utility requirements vary directly with
water and sewer demand. Water demand relates to
the number of people in a dwelling unit or per
1,000 square feet of nonresidential space, also tak-
ing into consideration whether the properties they
occupy have lawns that are watered regularly. Water
service is people and property driven, and models or
standards of water use take both of these types of
demands into account. The specific means of obtain-
ing and distributing water varies with the level of
development of a community, and density is often the
surrogate for level of development. Water hookups
from public systems are primarily an urban service.
These can be expanded into adjacent areas of urban
counties and to the developed areas of suburban coun-
ties. In the undeveloped areas of suburban counties,
package water treatment facilities are often the norm.
This is also the case for developed areas of rural and
undeveloped counties. Water service in undeveloped
areas of rural and undeveloped counties is answered
by individually dug or drilled wells. These sources of
water service, which vary by area, will be presumed
to meet the needs of the household and employment
growth under the two basic growth scenarios. This
distribution of type of service by type of county is
shown in Table 7.1.

Sewer demand (sanitary sewers only) is a function of
the number of gallons of occupant-driven water con-
sumption that remains in the system and ultimately
must be disposed of. While it parallels water demand,
sewer demand involves lower amounts because not
all of the water remains in the system for disposal.
This remaining quantity varies from 80 percent to
97 percent of the total water consumption for resi-
dential and nonresidential uses. Sewer hookups from

public systems like those for water are primarily an
urban or urban-extended service. Otherwise, sewer
services are delivered in package plants or through
septic systems. The specific types of sewer service
for county types and development areas follow simi-
lar declensions as those discussed for water service.
Sewer service types that will be utilized to meet the
demands of household and employment growth un-
der the two scenarios, by county type and develop-
ment location, are also shown in Table 7.1.

Utility Demand

The typical standard for water consumption can be
as high as 185 gallons per day per person (the na-
tional average per capita in 1999 was 112 gallons per
day). Nondomestic water use is approximately 5 per-
cent to 20 percent of this number. The average num-
ber of persons per projected new household is ap-
proximately 2.59 (60.73 million persons in
23.45 million new households). Using a larger house-
hold size for single-family detached homes nation-
wide (approximately 2.86 persons) plus an appropri-
ate amount of outdoor water use (64 gallons per unit),
a daily consumption of 321 gallons per day is deter-
mined for single-family detached housing. Deduct-
ing outdoor water use (the water that does not remain
in the system, i.e., 64 gallons), a sewer consumption
rate for a single-family detached housing unit is cal-
culated at 257 gallons per day. This procedure is used
to define an EDU (equivalent dwelling unit) for wa-
ter and sewer use for each type of unit. In single-fam-
ily attached and multifamily housing, the water and
sewer demand is reduced to account for both reduc-
tion in household size and outdoor water consump-
tion. The water demand of mobile homes is approxi-
mately two-thirds the water demand of single-family
detached units and about the same as single-family
attached units. In actuality, the household size of
mobile homes is approximately 25 percent smaller

County Development Type Developed Areas Undeveloped Areas

Urban and Urban Center Public water and sewer Public water and sewer with
extended mains

Suburban Public water and sewer with
extended mains

Community package system

Rural Center, Rural, and
Undeveloped

Community package system Individually drilled wells and
installed septic systems

Source: Center for Urban Policy Research, Rutgers University.

Table 7.1
Water and Sewer Service Structure
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and their external water usage is about 85 percent
lower than single-family detached housing, resulting
in two-thirds the level of water consumption. The
water and sewer demand by type of residential unit is
presented in Table 7.2.

To place nonresidential uses on a per-unit basis, each
1,000 square feet of nonresidential space is defined
as a single unit. Using the relationship between em-
ployees and space occupancy that established struc-
ture requirements when computing land conversion,
the water and sewer demand is defined for each non-
residential unit. Water consumption is approximately
35 to 40 gallons per day per employee. Employees
per 1,000 square feet are 3.0, 2.5, 1.5, and 1.0 for
office, retail, industrial, and warehouse uses, respec-
tively. In all uses except retail and industrial, indi-
vidual employee requirements were used exclusively

to establish water and sewer demand. For retail uses,
demand was increased to account for customer use
of public restrooms. For industrial uses, product use
and internal cleaning increased water consumption
per employee by one-third.  For all nonresidential
uses, outdoor water use is 2 percent to 3 percent of
the total water demand. Nonresidential demand num-
bers do not include fire equipment testing require-
ments (e.g., sprinkler systems). These are not included
due to the lack of nationwide uniformity of require-
ments for system testing in new construction.

Water and Sewer Connections
(Laterals)

Water and sewer interceptors, or mains, are connected
to single or multiple residential and nonresidential
units by laterals. The schedule relating laterals to units,

Structure Type
Water Demand

(gallons per unit per day)
Sewer Demand

(gallons per unit per day)

Residential
Single-Family Detached 321 257
Single-Family Attached 211 190
Multifamily Housing 163 155
Mobile Homes 211 201

Nonresidential
Office 100 97
Retail 180 175
Industrial 80 78
Warehouse 40 39

Source: New Jersey Office of State Planning for the water model; Pennsylvania Department of Environmental Protection for the
sewer model. Data interpretation by the Center for Urban Policy Research, Rutgers University.

Structure Type Laterals (Trunk Line Connections)

Residential
Single-Family Detached 1  for 1 unit
Single-Family Attached 1  for 2 units
Multifamily 1  for 4 units
Mobile Homes 1  for 1 unit

Nonresidential
Office 1  for 25 units (25,000 sq.ft.)
Retail 1  for 10 units (10,000 sq.ft.)
Industrial 1  for 10 units (10,000 sq.ft.)
Warehouse 1  for 50 units (50,000 sq.ft.)

Source: Center for Urban Policy Research, Rutgers University.

Table 7.2
Water and Sewer Demand by Structure Type

Table 7.3
Water and Sewer Laterals
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Table 7.3, has been incorporated into the water and
sewer model. The square footage per lateral cited for
nonresidential connections corresponds to the nomi-
nal building size for that use. Water and sewer later-
als are fully counted for each unit developed in all
counties. In remote areas of rural and undeveloped
counties, housing is exclusively single-family de-
tached, and these units are served by individual wells
and septic systems. Individual wells and septic sys-
tems account for approximately 30 percent of future
growth. These are counted in the same fashion as
water and sewer laterals but are priced differently.
Water and sewer lateral counts for various geogra-
phies of analysis include wells and septic systems,
each counted as single laterals.

Water and Sewer Costs

Water and sewer services are provided to the vast
majority of new users as a shared cost of the entire
system at full capacity. This is commonly referred to
as the hookup or “tap-in” fee. The “tap-in” fee and
the shared cost of a unit’s lateral make up the cost of
connecting to water and sewer systems.

The individual costs of water and sewer infrastruc-
ture are calculated by drawing from a variety of North-
east regional sources, specifically selected engineer-
ing firms and municipal authorities in the Middle
Atlantic region. The cost of the four types of water
and sewer services (public, public extended, pack-
age systems, and on-site services [wells and septic])
are established per EDU and variously targeted to
urban, suburban, and rural counties. Nominal instal-
lation costs of water and sewer laterals are 10 per-
cent higher in suburban versus rural counties and
20 percent higher in urban as opposed to suburban
counties, due to the difficulty of working in higher-
density areas. Additionally, urban county costs also
reflect the increased replacement costs of their aging
infrastructure. The cost of the individual on-site wells

or septic includes the costs of pumping and transfer
equipment. The cost of the water laterals includes
individual or shared meters. Residential water and
sewer costs by housing type are shown in Table 7.4.
Nonresidential water and sewer costs by type are
found in Table 7.5.

Clustering occurs in 20 percent of the single-family
dwellings located in the outer portions of rural and
undeveloped counties. In these clustered develop-
ments, package water and sewer systems replace wells
and septic fields. The costs for these community sys-
tems are less per unit and equivalent to similar sys-
tems in the developed areas of those counties.

Finally, the nominal costs for water and sewer ser-
vices shown in Tables 7.4 and 7.6, are adjusted county
by county to account for the differences in labor costs
that exist nationally and regionally. The average
household income in 2000 dollars in Bergen County,
New Jersey, is $137,000; in Lincoln County, West
Virginia, it is $42,000. Approximately 70 percent of
water and sewer costs are adjusted by the local labor
rate, which is assumed to vary nationwide by the dif-
ference in current household income. Water and sewer
lateral costs in Bergen County, New Jersey, are
$4,250; in Lincoln County, West Virginia, they are
$2,050.

RESULTS OF THE ASSESSMENT

The remainder of this chapter focuses on the results
of the water and sewer infrastructure analysis. The
two basic alternative growth scenarios are played out
nationwide in terms of water and sewer demand and
resulting water and sewer infrastructure and costs. In-
formation is presented for:(1) the United States and
its four regions; (2) individual states; (3) EAs; and
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(4) counties. In each case, the uncontrolled- and con-
trolled-growth scenarios are examined in terms of
water and sewer demand (gallonage per day); water
and sewer laterals (connections required); and water
and sewer costs—laterals plus “tap-in” fees. The water
and sewer infrastructure analysis begins with a dis-
cussion of the two growth scenarios at the national
level.

THE UNITED STATES AND ITS
REGIONS

Uncontrolled Growth

Projected nationwide residential and nonresidential
growth during the period 2000 to 2025 will require
additional local water and sewer capacity for the daily

Single-Family
Detached

Single-Family
Attached

Multifamily
Units Mobile HomesCounty

Type Areas Utility Tap-In Lateral Tap-In Lateral Tap-In Lateral Tap-In Lateral

Water 2,000 1,080 1,700 720 1,495 320 1,495 1,080Developed
Sewer 4,300 900 3,650 540 3,220 320 3,220 900

Water 3,600 N/A N/A N/A N/A N/A 3,600 N/A

Rural, Un-
developed
and Rural
Center

Undeveloped
Sewer 6,000 N/A N/A N/A N/A N/A 6,000 N/A

Water 1,600 1,200 1,360 800 1,200 400 1,200 1,200Developed
Sewer 3,200 1,000 2,720 600 2,400 400 2,400 1,000

Water 2,000 1,200 1,700 800 N/A N/A N/A N/A

Suburban

Undeveloped
Sewer 4,300 1,000 3,655 600 N/A N/A N/A N/A

Water 1,310 1,320 1,115 880 980 440 980 1,320Developed
Sewer 2,810 1,100 2,395 660 2,110 330 2,110 1,100

Water 1,760 1,320 1,495 880 N/A N/A N/A N/A

Urban and
Urban
Center Undeveloped

Sewer 3,520 1,100 2,995 660 N/A N/A N/A N/A

Source: American Water Works Association Research Foundation, Denver, Colorado; adjusted by the Center for Urban Policy
Research, Rutgers University.

Office Retail Industrial WarehouseCounty
Type Areas Utility Tap-In Lateral Tap-In Lateral Tap-In Lateral Tap-In Lateral

Water 240 130 400 216 440 238 280 151Developed
Sewer 516 108 860 180 946 198 602 126

Water 432 N/A 720 N/A 792 N/A 504 N/A

Rural, Un-
developed,
and Rural
Center

Undeveloped
Sewer 720 N/A 1,200 N/A 1,320 N/A 840 N/A

Water 192 144 320 240 352 264 224 168Developed
Sewer 384 120 640 200 704 220 448 140

Water 240 144 400 240 440 264 280 168

Suburban

Undeveloped
Sewer 516 120 860 200 946 220 602 140

Water 157 158 262 264 288 290 183 185Developed
Sewer 337 132 562 220 618 242 393 154

Water 211 158 352 264 387 290 246 185

Urban and
Urban
Center Undeveloped

Sewer 422 132 704 220 774 242 493 154

Source: American Water Works Association Research Foundation, Denver, Colorado; adjusted by the Center for Urban Policy
Research, Rutgers University.

Table 7.4
Residential Water and Sewer Costs

(Unit Costs in Dollars)

Table 7.5
Nonresidential Water and Sewer Costs

(Unit Costs in Dollars)
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provision of more than 9 billion gallons of water and
the treatment of more than 8 billion gallons of sew-
age (Table 7.6). With a projected population growth
of more than 60.7 million, this amounts to an aver-

age of 106.5 gallons of water and 90.0 gallons of sew-
age per day per person. In addition to drilled wells,
septic systems, package treatment plants, and distri-
bution and collection mains, more than 45 million

Water Demand Sewer Demand

Region

Uncontrolled
Growth

(Kgal/day)

Controlled
Growth

(Kgal/day)

Demand
Savings

(Kgal/day)

Percentage
Savings

(%)

Uncontrolled
Growth

(Kgal/day)

Controlled
Growth

(Kgal/day)

Demand
Savings

(Kgal/day)

Percentage
Savings

(%)

Northeast 768,937 760,085 8,853 1.2 681,600 683,486 -1,886 -0.3

Midwest 1,550,915 1,533,035 17,880 1.2 1,384,302 1,381,539 2,763 0.2

South 4,214,494 4,146,452 68,041 1.6 3,727,526 3,723,420 4,106 0.1

West 3,067,670 3,013,395 53,975 1.8 2,725,955 2,723,975 1,980 0.1

United States 9,602,016 9,452,967 148,749 1.5 8,519,383 8,512,420 6,963 0.1

Source: Center for Urban Policy Research, Rutgers University.

Water and Sewer Laterals Combined Residential Water and Sewer Laterals

Region

Uncontrolled
Growth

(#)

Controlled
Growth

(#)

Lateral
Savings

(#)

Percentage
Savings

(%)

Uncontrolled
Growth

(#)

Controlled
Growth

(#)

Lateral
Savings

(#)

Percentage
Savings

(%)

Northeast 3,406,558 3,068,422 338,137 9.9 3,005,164 2,667,486 337,678 11.2

Midwest 7,109,570 6,604,438 505,131 7.1 6,370,428 5,871,604 498,823 7.8

South 21,242,770 19,116,320 2,126,452 10.0 19,835,014 17,712,454 2,122,560 10.7

West 14,107,696 12,456,114 1,651,582 11.7 13,140,278 11,493,036 1,647,244 12.5

United States 45,866,594 41,245,294 4,621,303 10.1 42,350,884 37,744,580 4,606,304 10.9

Source: Center for Urban Policy Research, Rutgers University.

Water Infrastructure Costs Sewer Infrastructure Costs Total Infrastructure Costs

Region

Un-
controlled
Growth

($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Un-
controlled
Growth

($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Un-
controlled

Growth
($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Percentage
Savings

(%)

Northeast 6,151 5,681 470 9,864 9,070 794 16,015 14,751 1,264 7.9

Midwest 11,692 11,098 594 18,701 17,741 962 30,393 28,839 1,556 5.1

South 32,411 30,290 2,121 52,162 48,736 3,426 84,573 79,026 5,547 6.6

West 22,552 20,967 1,585 36,234 33,577 2,657 58,786 54,544 4,242 7.2

United
States 72,806 68,036 4,770 116,961 109,124 7,839 189,767 177,160 12,609 6.6

Source: Center for Urban Policy Research, Rutgers University.

Table 7.6
Water and Sewer Demand—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025

Table 7.7
Water and Sewer Laterals—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025

Table 7.8
Water and Sewer Infrastructure—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025
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laterals (one-half water, one-half sewer) will have to
be constructed to connect the new dwellings and
places of employment to existing or new water and
sewer mains (Table 7.7). Total water and sewer in-
frastructure costs will be close to $190 billion, with
water being the smaller portion (40 percent) of the
combined cost (Table 7.8).

Water and Sewer Demand

Of the four main census regions of the United States,
the South will require the largest amount of new wa-
ter and sewer infrastructure (44 percent of the nation-
wide total), as it will experience the greatest amount
of growth over the next 25 years (Table 7.6). In 2025,
the South will require 4.2 billion gallons of domestic
water and 3.7 billion gallons of sewer capacity daily.
The West will experience the second largest growth
of the census regions and will require an additional
daily capacity of 3.1 billion and 2.7  billion gallons
of water and sewer, respectively, 32 percent of total
added capacity nationwide. The Northeast and the
Midwest combined will require one quarter (4.4 bil-
lion gallons) of future water and sewerage capacity,
with the Midwest requiring twice (2.9 billion gallons
per day) that of the Northeast (1.5 billion gallons per
day).

Water and Sewer Laterals

The number of water and sewer laterals in a region is
a composite of the residential and nonresidential struc-
tures in a county and the number of counties in a re-
gion. Since there are an equal number of water and
sewer laterals for each specific type of residential and
nonresidential unit (each one serving one unit or each
one serving multiple units), the total number of water
and sewer laterals (or equivalents)1  presented for any
geography are equal. Table 7.7 presents the laterals
required for both water and sewer. The number of
future water and sewer laterals is proportional to a
region’s overall water and sewer demand. Therefore,
the region with the largest overall future demand (the
South), will generally have the largest number of re-
quired future water and sewer laterals (21.2 million).
The remaining regions’ required water and sewer lat-
erals are, in order, the West (14.1 million); the Mid-
west (7.1 million); and the Northeast (3.4 million).
More than 90 percent of infrastructure requirements
respond to the needs of residential as opposed to non-
residential units.
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1 A drilled well or septic system is counted the same as a
water or sewer lateral in the unit count, but is priced
differently.
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Water and Sewer Costs

Water and sewer costs are the sum of the component
infrastructure costs. These include treatment plants,
storage tanks, distribution and collection mains, and
the local laterals to the collection mains. They also
include wells and septic systems in the remote areas
of rural and undeveloped counties. The South, dur-
ing the period 2000 to 2025, will spend $32.4 billion
for water and $52.2 billion for sewer infrastructure
(Table 7.8). The West will spend $22.6 billion for
water and $36.2 billion for sewer; the Midwest will
spend $11.7 billion for water and $18.7 billion for
sewer; and the Northeast will spend $6.2 billion for
water and $9.9 billion for sewer.

Controlled Growth

Water and Sewer Demand

Nationally, under the controlled-growth scenario,
additional water and sewer capacity are reduced by
almost 150 million and 7 million gallons per day, re-
spectively (Table 7.6). Both of these amount to vir-
tually no reduction, because most of the water con-
sumption is fixed with domestic use, which does not
vary between alternatives. There is a 1.5 percent sav-
ing in water and sewer capacity during the period 2000
to 2025, due exclusively to a change from “more”
lawn-watering residential units (single-family) to
“less” lawn-watering residential units (multifamily).
Nonresidential demand remains essentially the same
due to the low rate of lawn watering for these types
of uses and very little change in types of units under
the two scenarios. The largest percentage reduction
occurs in the West region in water demand with
54.0 million gallons per day (1.8 percent) saved and
in the Midwest region for sewerage, with 2.8 million

gallons per day (0.2 percent) saved. The
smallest numerical and percentage savings occur in
the Northeast and Midwest for water, with 8.9 mil-
lion and 17.9 million gallons per day (1.2 percent)
saved, respectively. The Northeast experiences a mod-
est increase in sewer demand of 1.9 million gallons
of sewer per day. The largest absolute savings occur
in the South, with 68.0 million gallons of water saved
per day (1.6 percent) and 4.1 million gallons of sew-
age (0.1 percent) saved.

Water and Sewer Laterals

The 45.8 million new water and sewer laterals (in-
cluding 13.8 million wells and septic systems) under
the uncontrolled-growth scenario are reduced to
41.2 million new water and sewer laterals (including
114.4 million wells and septic systems) under the
controlled-growth scenario, a saving of 4.6 million
laterals, or 10 percent, under the controlled-growth
scenario (Table 7.7). The South had the largest abso-
lute reduction in laterals of 2.1 million (a 10.0 percent
reduction), while the West had the largest percentage
reduction in laterals of 11.7 percent (1.7 million later-
als). The Northeast region had the smallest absolute
reduction in laterals of 0.3 million (a 9.9 percent re-
duction), while the Midwest had the smallest percentage
reduction of laterals at 7.1 percent (0.5 million later-
als). These savings are entirely the result of reduc-
tions in residential laterals. Under the controlled-
growth scenario, as more households settle in units
within urban and developed suburban counties or in
the urbanized areas of all counties where there are
more single-family attached and multifamily units,
the number of laterals is reduced. No reduction oc-
curs in nonresidential laterals, since laterals are re-
lated to structures and their nominal size remains the
same except for a small change in FAR, which does
not affect the number of laterals.
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Water and Sewer Costs

The total cost for water and sewer infrastructure un-
der the controlled-growth scenario is $177.2 billion,
compared to $189.9 billion under the uncontrolled-
growth scenario (Table 7.8). That is a $12.6 billion
or 7 percent saving. The saving of $5.5 billion in the
South is by far the largest dollar value. The water and
sewer infrastructure savings in the South equal one-
half the savings nationwide. The 6.6 percent saving
is the same as the national average. In the West, a
$4.2 billion reduction in infrastructure costs amounts
to a saving of 7.2 percent. The infrastructure savings
in the Northeast and Midwest regions together are
about half the savings evidenced in the West. The
savings in these two regions total $2.8 billion, 7.9 per-
cent in the Northeast and only 5.1 percent in the Mid-
west. In all regions, savings in sewer costs are
1.8 times the dollar magnitude of those observed for
water costs.

The savings in the water and sewer infrastructure,
laterals, and cost between the uncontrolled- and con-
trolled-growth scenarios are related primarily to dif-
ferences in the number of laterals serving the more
intense uses under the latter scenario. The number of
laterals required is related to housing type. The dis-
persion and spatial relationship of housing units (char-
acterized by type) determine the length and complex-
ity of water and sewer distribution and collection
mains, which translate directly to cost. Housing type
and location affect the number of water and sewer
laterals and resultant costs.

STATES

Uncontrolled Growth

Water and Sewer Demand

The states that have the greatest amount of water and
sewer demand under uncontrolled growth parallel the
states that have the largest combined residential and
nonresidential growth and, resultantly, the largest land
conversion for the projection period 2000 to 2025.
Table 7.9 lists the states in descending order of total
water and sewer capacity required. The top 20 states
will need new water and sewer capacity at a rate of
7.4 billion and 6.5 billion gallons per day, respec-
tively. Forty percent of the nation’s states (20) require
three-quarters of the nation’s future water and sewer

capacity for the period 2000 to 2025. The three fast-
est-growing states (California, Texas, and Florida)
each require two to four times the future water and
sewer capacity of the next three fastest-growing states
(Georgia, Arizona, and North Carolina). California,
Texas, and Florida’s needs range from 0.9 billion to
1.3 billion gallons of water per day and 0.8 billion to
1.2 billion gallons of sewage capacity per day. Geor-
gia, Arizona, and North Carolina will each require
new water and sewer capacity at rates of 0.4 billion
and 0.3 billion gallons, respectively, per day.

Water and Sewer Laterals

Table 7.10 is a tabulation of state water and sewer
laterals listed in descending order of their individual
requirements for each. The top 20 states will require
34.6 million new water and sewer laterals or 75 per-
cent of the nation’s new water and sewer laterals for
the period 2000 to 2025. The top three fastest-grow-
ing states (California, Texas, and Florida) will have
two to two and a half times the number of water and
sewer laterals required by the next three fastest-grow-
ing states (Georgia, Arizona, and North Carolina). The
individual needs of the top three states range from
4.3 million laterals (Florida) to 5.2 million laterals
(California).

Water and Sewer Costs

The cost of water and sewer infrastructure is the cost
of water and sewer laterals or equivalents (wells or
septic for remote rural areas). The top 20 states will
pay for their new water and sewer capacity by ante-
ing up $55.2 billion and $88.6 billion, respectively
(Table 7.11). This represents three-quarters of the
nation’s costs for water and sewer infrastructure dur-
ing the period 2000 to 2025. The top three fastest-
growing states (California, Texas, and Florida) will
each pay 2.5 to 3 times the amount being paid by the
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Water Demand Sewer Demand

State

Uncontrolled
Growth

(Kgal/day)

Controlled
Growth

(Kgal/day)

Demand
Savings

(Kgal/day)

Percentage
Savings

(%)

Uncontrolled
Growth

(Kgal/day)

Controlled
Growth

(Kgal/day)

Demand
Savings

(Kgal/day)

Percentage
Savings

(%)

California 1,326,976 1,301,456 25,521 1.9 1,198,100 1,198,852 -751 -0.1
Texas 998,000 983,189 14,811 1.5 877,447 877,680 -234 0.0
Florida 930,612 916,588 14,024 1.5 833,073 832,677 396 0.0
Georgia 383,078 377,638 5,440 1.4 334,929 336,248 -1,318 -0.4
Arizona 346,135 338,671 7,464 2.2 304,330 301,972 2,359 0.8
North Carolina 341,213 338,118 3,095 0.9 304,163 304,517 -353 -0.1
Washington 307,114 298,051 9,063 3.0 272,389 268,089 4,300 1.6
Virginia 276,062 259,296 16,766 6.1 241,888 232,842 9,046 3.7
Colorado 252,898 246,918 5,980 2.4 220,032 219,751 281 0.1
Tennessee 244,873 241,852 3,020 1.2 215,365 215,671 -306 -0.1

Illinois 234,008 232,827 1,181 0.5 212,786 213,893 -1,107 -0.5
Ohio 233,840 233,874 -34 0.0 209,884 211,218 -1,334 -0.6
Michigan 210,439 208,463 1,976 0.9 185,444 185,702 -259 -0.1
New York 191,346 192,871 -1,525 -0.8 173,441 175,757 -2,316 -1.3
Indiana 186,734 182,819 3,915 2.1 166,061 163,870 2,191 1.3
South Carolina 186,146 181,209 4,938 2.7 163,381 160,736 2,645 1.6
Maryland 184,633 168,655 15,977 8.7 160,469 150,945 9,524 5.9
Minnesota 180,129 179,895 235 0.1 158,713 160,738 -2,025 -1.3
Pennsylvania 178,353 185,684 -7,331 -4.1 158,008 168,055 -10,047 -6.4
Utah 170,451 168,616 1,835 1.1 149,409 149,411 -2 0.0

Nevada 164,814 162,157 2,657 1.6 148,094 148,249 -155 -0.1
Oregon 157,679 161,018 -3,339 -2.1 140,618 145,665 -5,047 -3.6
Wisconsin 152,626 146,956 5,671 3.7 133,519 130,111 3,408 2.6
Alabama 149,510 148,479 1,031 0.7 131,908 131,696 212 0.2
Missouri 138,283 134,923 3,360 2.4 123,684 121,741 1,943 1.6
New Jersey 134,947 121,143 13,804 10.2 120,711 109,332 11,379 9.4
Louisiana 121,441 119,541 1,900 1.6 108,791 108,683 107 0.1
Massachusetts 110,164 116,485 -6,321 -5.7 97,650 105,486 -7,836 -8.0
Kentucky 106,370 104,295 2,075 2.0 95,577 94,278 1,299 1.4
New Mexico 102,845 101,309 1,536 1.5 89,615 89,414 201 0.2

Oklahoma 89,655 88,586 1,068 1.2 81,048 80,819 229 0.3
Arkansas 75,025 74,528 497 0.7 66,938 67,072 -134 -0.2
Mississippi 73,510 73,111 399 0.5 64,960 64,937 23 0.0
Idaho 70,040 69,226 814 1.2 60,204 59,563 641 1.1
Hawaii 68,935 67,178 1,757 2.5 58,923 58,820 103 0.2
Iowa 60,995 60,688 307 0.5 55,988 55,972 16 0.0
Kansas 57,645 57,084 561 1.0 51,899 51,953 -54 -0.1
Nebraska 49,774 49,329 445 0.9 44,467 44,483 -17 0.0
New Hampshire 46,362 34,984 11,379 24.5 39,098 30,160 8,938 22.9
Alaska 44,146 43,611 535 1.2 37,755 37,755 0 0.0

Maine 38,157 37,955 201 0.5 31,533 31,534 0 0.0
Montana 36,601 36,557 44 0.1 31,223 31,223 0 0.0
West Virginia 31,221 25,655 5,566 17.8 27,607 23,104 4,503 16.3
South Dakota 29,286 29,161 125 0.4 26,332 26,332 0 0.0
Connecticut 28,144 28,655 -511 -1.8 25,753 26,331 -578 -2.2
Delaware 22,492 21,624 868 3.9 19,481 18,809 673 3.5
Rhode Island 21,686 22,663 -977 -4.5 18,980 20,435 -1,455 -7.7
Vermont 19,778 19,645 133 0.7 16,426 16,397 29 0.2
Wyoming 18,736 18,628 108 0.6 15,263 15,213 50 0.3
North Dakota 17,156 17,016 139 0.8 15,526 15,526 0 0.0

Top 20 States 7,363,039 7,236,690 126,350 1.7 6,539,310 6,528,621 10,690 0.2

United States 9,601,716 9,452,967 148,749 1.5 8,519,383 8,512,420 6,963 0.1

Source: Center for Urban Policy Research, Rutgers University.

Table 7.9
Water and Sewer Demand—Uncontrolled- and Controlled-Growth Scenarios

by State: 2000 to 2025
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Water and Sewer Laterals Combined Residential Water and Sewer Laterals

State

Uncontrolled
Growth

(#)

Controlled
Growth

(#)

Lateral
Savings

(#)

Percentage
Savings

(%)

Uncontrolled
Growth

(#)

Controlled
Growth

(#)

Lateral
Savings

(#)

California 5,218,128 4,377,066 841,063 16.1 4,775,292 3,937,348 837,945
Texas 4,912,146 4,405,936 506,210 10.3 4,615,318 4,108,730 506,588
Florida 4,289,520 3,799,550 489,971 11.4 4,023,294 3,533,840 489,454
Georgia 1,985,680 1,778,329 207,352 10.4 1,859,931 1,653,189 206,742
Arizona 1,874,065 1,684,425 189,640 10.1 1,780,124 1,591,339 188,785
North Carolina 1,725,162 1,618,443 106,720 6.2 1,610,273 1,503,348 106,925
Washington 1,558,882 1,388,596 170,287 10.9 1,470,676 1,300,893 169,782
Virginia 1,314,315 1,087,952 226,363 17.2 1,211,350 988,302 223,048
Colorado 1,240,879 1,077,861 163,019 13.1 1,154,104 991,936 162,168
Tennessee 1,323,197 1,203,064 120,133 9.1 1,234,583 1,114,865 119,718

Illinois 843,571 782,886 60,685 7.2 721,818 661,484 60,334
Ohio 1,096,312 1,051,165 45,147 4.1 983,969 939,391 44,578
Michigan 1,076,932 999,418 77,513 7.2 972,320 894,784 77,536
New York 723,537 700,854 22,683 3.1 608,706 584,618 24,089
Indiana 961,427 884,624 76,803 8.0 881,008 805,565 75,443
South Carolina 1,113,407 1,031,201 82,206 7.4 1,053,715 971,509 82,206
Maryland 872,394 686,274 186,120 21.3 806,167 623,936 182,231
Minnesota 816,599 752,124 64,475 7.9 739,920 675,414 64,506
Pennsylvania 843,198 751,501 91,697 10.9 746,311 649,696 96,615
Utah 803,688 748,673 55,015 6.8 752,811 697,478 55,333

Nevada 707,022 609,141 97,881 13.8 657,539 559,338 98,202
Oregon 843,279 805,931 37,348 4.4 792,224 753,693 38,531
Wisconsin 764,762 690,003 74,759 9.8 697,400 624,396 73,004
Alabama 912,700 875,927 36,773 4.0 858,483 822,055 36,427
Missouri 662,759 608,111 54,648 8.2 603,225 550,948 52,277
New Jersey 544,129 458,702 85,428 15.7 480,922 401,296 79,626
Louisiana 659,237 584,845 74,392 11.3 612,006 538,077 73,929
Massachusetts 479,749 442,308 37,441 7.8 420,548 383,075 37,473
Kentucky 574,892 542,613 32,279 5.6 523,918 492,284 31,634
New Mexico 566,699 531,221 35,478 6.3 537,796 502,531 35,265

Oklahoma 425,717 393,274 32,443 7.6 390,129 357,767 32,362
Arkansas 388,696 362,598 26,098 6.7 353,568 327,615 25,953
Mississippi 424,249 411,832 12,417 2.9 392,271 379,994 12,277
Idaho 382,662 375,739 6,924 1.8 363,003 356,615 6,388
Hawaii 347,110 307,489 39,620 11.4 325,215 285,620 39,595
Iowa 249,487 239,052 10,435 4.2 211,075 200,659 10,416
Kansas 233,745 215,490 18,255 7.8 204,492 186,198 18,294
Nebraska 205,778 192,198 13,580 6.6 182,398 168,794 13,605
New Hampshire 255,163 174,532 80,632 31.6 238,668 158,265 80,403
Alaska 229,542 216,195 13,347 5.8 214,949 201,602 13,347

Maine 242,829 237,468 5,361 2.2 228,091 222,730 5,362
Montana 211,095 210,177 918 0.4 197,998 197,081 918
West Virginia 172,712 136,519 36,193 21.0 154,093 119,103 34,990
South Dakota 129,880 125,723 4,156 3.2 114,969 110,812 4,156
Connecticut 90,520 89,316 1,204 1.3 70,151 69,817 335
Delaware 142,369 128,206 14,162 9.9 135,915 121,444 14,470
Rhode Island 99,908 89,219 10,689 10.7 90,794 79,989 10,805
Vermont 127,525 124,522 3,003 2.4 120,972 118,001 2,972
Wyoming 124,644 123,602 1,043 0.8 118,547 117,562 985
North Dakota 68,318 63,644 4,674 6.8 57,834 53,160 4,674

Top 20 States 34,593,040 30,809,941 3,783,100 10.9 32,001,689 28,227,664 3,774,026

United States 45,866,595 41,245,295 4,621,302 10.1 42,350,884 37,744,580 4,606,304

Source: Center for Urban Policy Research, Rutgers University.

Table 7.10
Water and Sewer Laterals—Uncontrolled- and Controlled-Growth Scenarios

by State: 2000 to 2025
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Water Infrastructure Costs Sewer Infrastructure Costs Total Infrastructure Costs

State

Un-
controlled
Growth

($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Un-
controlled
Growth

($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Un-
controlled

Growth
($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Percentag
Savings

(%)

California 9,107 8,361 746 14,701 13,392 1,309 23,808 21,754 2,054 8.6
Texas 7,082 6,642 440 11,170 10,503 667 18,252 17,145 1,107 6.1
Florida 7,035 6,625 410 11,419 10,766 653 18,454 17,392 1,063 5.8
Georgia 3,013 2,827 186 4,845 4,534 311 7,858 7,361 497 6.3
Arizona 2,725 2,580 145 4,393 4,197 195 7,117 6,777 340 4.8
North Carolina 2,656 2,544 112 4,311 4,149 162 6,967 6,693 274 3.9
Washington 2,328 2,166 162 3,683 3,437 246 6,011 5,603 409 6.8
Virginia 2,187 1,932 254 3,464 3,064 400 5,651 4,997 654 11.6
Colorado 2,076 1,866 210 3,342 2,985 357 5,418 4,852 567 10.5
Tennessee 1,973 1,850 123 3,221 3,013 209 5,195 4,863 332 6.4

Illinois 1,602 1,532 70 2,491 2,383 108 4,092 3,915 178 4.3
Ohio 1,741 1,689 52 2,810 2,713 97 4,551 4,403 148 3.3
Michigan 1,828 1,722 106 2,918 2,751 167 4,746 4,473 274 5.8
New York 1,336 1,308 28 2,125 2,071 54 3,460 3,379 81 2.4
Indiana 1,501 1,409 92 2,453 2,302 151 3,953 3,711 242 6.1
South Carolina 1,564 1,468 96 2,560 2,407 153 4,124 3,875 249 6.0
Maryland 1,552 1,274 278 2,467 1,999 469 4,019 3,273 746 18.6
Minnesota 1,306 1,251 55 2,079 1,983 95 3,384 3,235 150 4.4
Pennsylvania 1,470 1,327 142 2,387 2,137 251 3,857 3,464 393 10.2
Utah 1,140 1,078 62 1,783 1,686 98 2,924 2,763 160 5.5

Nevada 1,189 1,112 77 1,888 1,782 106 3,077 2,894 183 5.9
Oregon 1,216 1,150 66 1,974 1,846 128 3,190 2,995 194 6.1
Wisconsin 1,228 1,121 107 1,981 1,809 171 3,208 2,930 278 8.7
Alabama 1,268 1,209 59 2,072 1,957 115 3,340 3,165 174 5.2
Missouri 1,014 949 65 1,633 1,528 105 2,647 2,477 170 6.4
New Jersey 1,107 959 148 1,739 1,495 244 2,846 2,454 392 13.8
Louisiana 973 882 92 1,573 1,425 149 2,547 2,306 240 9.4
Massachusetts 869 881 -12 1,375 1,402 -27 2,244 2,282 -39 -1.7
Kentucky 840 801 39 1,364 1,302 62 2,205 2,103 101 4.6
New Mexico 767 738 30 1,227 1,173 54 1,994 1,911 84 4.2

Oklahoma 596 565 32 957 907 50 1,553 1,472 82 5.3
Arkansas 598 560 38 986 919 68 1,584 1,479 106 6.7
Mississippi 602 583 19 988 953 35 1,590 1,536 54 3.4
Idaho 538 527 11 867 850 17 1,405 1,377 28 2.0
Hawaii 573 520 53 914 805 109 1,486 1,325 162 10.9
Iowa 417 407 10 666 651 15 1,083 1,058 25 2.3
Kansas 418 400 18 656 631 25 1,074 1,031 43 4.0
Nebraska 313 302 11 486 472 14 799 774 25 3.1
New Hampshire 445 313 133 733 515 218 1,179 828 351 29.8
Alaska 405 391 14 651 631 20 1,055 1,022 33 3.1

Maine 355 345 10 582 565 17 937 910 27 2.9
Montana 298 292 6 492 482 10 790 774 16 2.0
West Virginia 251 202 49 412 330 82 663 532 131 19.8
South Dakota 210 205 5 343 335 8 553 539 14 2.5
Connecticut 212 212 0 342 341 1 554 553 2 0.3
Delaware 203 190 12 325 303 21 527 494 34 6.4
Rhode Island 174 158 16 281 253 28 455 411 44 9.7
Vermont 183 178 5 301 293 8 484 471 13 2.7
Wyoming 191 186 5 319 311 8 510 497 12 2.4
North Dakota 115 111 3 188 183 4 302 294 8 2.6

Top 20 States 55,221 51,454 3,767 88,622 82,471 6,150 143,845 133,928 9,917 6.9

United States 72,806 68,036 4,770 116,961 109,122 7,839 189,767 177,158 12,609 6.6

Source: Center for Urban Policy Research, Rutgers University.

Table 7.11
Water and Sewer Infrastructure Costs—Uncontrolled- and Controlled-Growth Scenarios

by State: 2000 to 2025
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next three fastest-growing states for future water and
sewer infrastructure costs. Their costs range from
$7.0 billion to $9.1 billion for water infrastructure and
$11.4 billion to $14.7 billion for sewer infrastructure.

Controlled Growth

Water and Sewer Demand

Under the controlled-growth scenario, water demand
is reduced from 9.60 billion to 9.45 billion gallons
per day, a saving of 148.7 million gallons; sewer de-
mand is reduced from 8.52 billion to 8.51 billion gal-
lons per day, a saving of 6.9 million gallons
(Table 7.9). In the top 20 states, representing three-
quarters of future national demand, water demand is
reduced from 7.36 billion to 7.24 billion gallons per
day, a saving of 126.4 million gallons; sewer demand
is reduced from 6.54 billion to 6.53 billion gallons
per day, a saving of 10.7 million gallons. Of the top
three states, California evidences a saving of 25.5 mil-
lion gallons of water per day and a negligible increase
of 0.8 million gallons of sewage per day. While rela-
tively insignificant overall, this is twice the level of
saving of the next two fastest-growing states (Texas
and Florida) and five times more than the average
saving of Georgia, Arizona, and North Carolina. The
state that saves the most proportionally is New Hamp-
shire, with a water demand saving of 24.5 percent
(11.4 million gallons per day) and a sewer demand
saving of 22.9 percent (8.9 million gallons per day).
This occurs because Massachusetts’s urban counties
are part of the New Hampshire EA and retain some
of New Hampshire’s sprawl under the controlled-
growth scenario.

Expanding on the preceding examples, a number of
states like Massachusetts exhibit increases in water
and sewer demand under the controlled-growth sce-
nario because of the concentrations of urban coun-

ties within their boundaries that are receiving growth
from rural and undeveloped counties outside their
state boundaries but within the same EA. Five states
in the Northeast region (Connecticut, Massachusetts,
New York, Pennsylvania, and Rhode Island) and one
in the West (Oregon) increase their overall water de-
mand for this reason. The total increase is 19.0 mil-
lion gallons per day for the five states. Seventeen
states increase their overall sewer demand for simi-
lar reasons; their total increase is 32.8 million gal-
lons per day.

Water and Sewer Laterals

For the United States as a whole, the total number of
laterals reduced under controlled growth is 4.6 mil-
lion (Table 7.10). The top 20 states, representing
three-quarters of the growth of water and sewer in-
frastructure nationwide, reduce the number of future
water and sewer laterals under controlled growth from
34.6 million to 30.8 million, a saving of 3.8 million
laterals. The top 20 states represent 83 percent of the
savings in water and sewer laterals nationwide. Of
the top three states, California evidences a saving of
0.8 million water and sewer laterals. That saving is
1.7 times the level of the next two states (Texas and
Florida) and four times the level of the following two
states (Georgia and Arizona). Florida and Texas evi-
dence savings of 0.5 million laterals each. Georgia
and Arizona save approximately 0.2 million laterals
due to the controlled-growth scenario. The state that
saves proportionally the most is New Hampshire, for
the reasons stated above, with an overall saving of
31.6 percent, or 0.08 million laterals.

Water and Sewer Costs

Under the controlled-growth scenario, the total cost
of the water and sewer infrastructure is reduced to
$177.2 billion, a saving of $12.6 billion, or 7 percent,
over the 25-year period ending in 2025 (Table 7.11).
The top 20 states, again representing 75 percent of
the water and sewer costs nationwide, reduce their
costs from $143.8 billion to $133.9 billion, a saving
of $9.9 billion, or 6.9 percent. Of the top three states,
California evidences water and sewer infrastructure
savings of $2.1 billion. These savings are twice the
level of the next two fastest-growing states (Texas
and Florida) and four times the level of the two states
that follow (Georgia and Arizona). Texas and Florida
evidence savings of about $1.1 billion each. The fig-
ures for Georgia and Arizona are $497 million and
$340 million, respectively.
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EAs

Uncontrolled Growth

Water and Sewer Demand

Water demand and sewer demand impact infrastruc-
ture requirements in the EAs throughout the United
States and generally follow the pattern presented for
the United States as a whole, its regions, and its states.
Most of the new water and sewer demand and result-
ant infrastructure growth are taking place in the south-
ern and western EAs. Water and sewer demand and
infrastructure growth are directly related to the house-
hold and employment growth of these areas. Of the
top 30 EAs in water and sewer demand, 10 are in the
South, 11 are in the West, four are in the Northeast,
and five are in the Midwest (Table 7.12). Two-thirds
of future water and sewer demand occurs in the South
and West. The table is rank-ordered by future water
and sewer demand requirements.

The top 30 EAs nationwide must be able to provide
an additional 6.1 billion gallons of daily water ca-
pacity and an additional 5.4 billion gallons of daily
sewage capacity. The additional water and sewer ca-
pacities demanded in these EAs represent more than
60 percent of the future water and sewer capacity re-
quirement nationwide.

The Los Angeles-Riverside-Orange, CA-AZ EA in
the West region is noteworthy. In the earlier discus-
sion of future water and sewer demand by state, Cali-
fornia had by far the largest future water and sewer
demand requirements. The Los Angeles-Riverside-
Orange, CA-AZ EA is the largest contributor to
California’s future water and sewer demand. This EA

alone requires more sewer and water capacity than
any other EA in the nation. It is the only EA to re-
quire more than 500 million gallons each of future
daily water and sewer capacity—1.08 billion in to-
tal. There are no other EAs across the nation that even
approach these requirement levels. The next three EAs
in terms of demand (Washington-Baltimore, DC-MD-
VA-WV-PA, Dallas-Fort Worth, TX-AR-OK, and San
Francisco-Oakland-San Jose, CA) are at only 60 per-
cent to 70 percent of that level; the remaining six of
the top 10 are at 40 percent to 50 percent of the Los
Angeles-Riverside-Orange, CA-AZ EA level.

Water and Sewer Laterals

The number of laterals needed to provide the water
and sewer capacity for the top 30 EAs is displayed in
Table 7.13. EAs are again ranked by future water
demand requirements. The number of laterals are ei-
ther water or sewer, since one of each serves one or
more units. The top 30 EAs—17.5 percent of all EAs
nationwide—represent close to 60 percent of the
nation’s required water and sewer laterals.

As was the case for water and sewer demand, the Los
Angeles-Riverside-Orange, CA-AZ EA stands out
from the rest of the EAs in the number of future wa-
ter and sewer laterals required. This EA will require
more than 1.1 million water laterals and approxi-
mately 900,000 sewer laterals in the next 25 years—
more than 2 million water and sewer laterals in total.
Both the Atlanta, GA-AL-NC EA and the Washing-
ton-Baltimore, DC-MD-VA-WV-PA EA convert more
land than Los Angeles-Riverside-Orange, CA-AZ EA,
but Los Angeles-Riverside-Orange, CA-AZ EA
houses 30 percent more future growth and thus 30 per-
cent more water and sewer laterals than the other two
EAs. In the Los Angeles-Riverside-Orange, CA-AZ
EA, there are more residential units constructed per
acre than in the Atlanta, GA-AL-NC EA or in the
Washington-Baltimore, DC-MD-VA-WV-PA EA. In
fact, the Los Angeles-Riverside-Orange, CA-AZ EA
has the third lowest land acreage conversion per unit
in the top 30 EAs (Table 6.30). Only the Phoenix-
Mesa, AZ-NM EA and the Miami-Fort Lauderdale,
FL EAs have lower land acreage per unit of develop-
ment converted.

Water and Sewer Costs

The cost of water and sewer infrastructure directly
follows the demand and lateral requirements. The top
30 EAs will incur costs of $72.8 billion and
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Water Demand Sewer Demand

EA

Uncontrolled
Growth

(Kgal/day)

Controlled
Growth

(Kgal/day)

Demand
Savings

(Kgal/day)

Percentage
Savings

(%)

Uncontrolled
Growth

(Kgal/day)

Controlled
Growth

(Kgal/day)

Demand
Savings

(Kgal/day)

Percentage
Savings

(%)

Los Angeles-River.-
Orange, CA-AZ 564,202 548,806 15,396 2.7 516,463 515,027 1,436 0.3
Washington-Balti.,
DC-MD-VA-WV-PA 337,327 326,937 10,390 3.1 295,152 295,217 -65 0.0
Dallas-Fort Worth,
TX-AR-OK 336,516 330,492 6,024 1.8 297,967 297,898 68 0.0
San Francisco-Oak.-
San Jose, CA 335,584 328,610 6,974 2.1 300,095 300,146 -51 0.0
Atlanta, GA-AL-NC 296,037 289,614 6,423 2.2 256,035 255,968 67 0.0
Houston-Gal.-
Brazoria, TX 278,065 274,449 3,616 1.3 241,502 241,502 0 0.0
Miami-F. Lau., FL 268,191 262,573 5,618 2.1 245,078 244,649 429 0.2
Denver-Boulder-
Gree., CO-KS-NE 241,996 236,019 5,977 2.5 210,561 210,280 281 0.1
Phoenix-Mesa, AZ-
NM 241,041 237,159 3,882 1.6 212,815 212,815 0 0.0
New York-North.
NJ-L. Isl., NY-NJ-
CT-PA-MA-VT 237,959 235,641 2,318 1.0 213,488 213,092 396 0.2
Seattle-Tacoma-
Bremerton, WA 233,435 229,878 3,556 1.5 207,163 207,202 -39 0.0
Orlando, FL 233,142 230,676 2,466 1.1 206,551 206,551 0 0.0
Chicago-Gary-
Keno., IL-IN-WI 221,710 219,094 2,616 1.2 199,288 199,145 144 0.1
San Diego, CA 216,887 213,200 3,687 1.7 197,361 197,361 0 0.0
Boston-Wor.-Law.-
Lowell-Brocktn,
MA-NH-RI-VT 177,802 173,337 4,465 2.5 155,133 155,097 36 0.0
Minneapolis-St.
Paul, MN-WI-IA 173,940 171,114 2,825 1.6 153,079 152,803 276 0.2
Las Vegas, NV-AZ-
UT 158,512 155,895 2,617 1.7 141,752 141,752 0 0.0
Salt Lake City-
Ogden, UT-ID 150,158 148,323 1,835 1.2 132,204 132,205 -2 0.0
Portland-Salem,
OR-WA 147,748 144,998 2,750 1.9 130,837 130,836 1 0.0
San Antonio, TX 147,103 144,821 2,282 1.6 129,996 129,996 0 0.0
Tampa-St. Peter.-
Clearwater, FL 143,698 140,704 2,994 2.1 128,434 128,416 18 0.0
Sacramento-Yolo,
CA 131,448 130,055 1,393 1.1 114,228 114,132 97 0.1
Philadelphia-Wil.-
Atlantic City, PA-
NJ-DE-MD 127,435 124,052 3,383 2.7 111,077 111,319 -242 -0.2
Nashville, TN-KY 113,315 111,083 2,233 2.0 98,318 98,432 -114 -0.1
Jackson., FL-GA 111,934 110,841 1,093 1.0 100,539 100,539 0 0.0
Indianapolis, IN-IL 111,299 110,195 1,103 1.0 99,264 99,264 0 0.0
Detroit-Ann Arbor-
Flint, MI 109,317 108,112 1,205 1.1 97,615 97,878 -263 -0.3
Raleigh-Durham-
Chapel Hill, NC 95,710 94,332 1,379 1.4 85,414 85,446 -32 0.0
Charlotte-Gasto.-
Rock Hill, NC-SC 91,700 90,577 1,123 1.2 81,373 81,373 0 0.0
Columbus, OH 85,480 84,523 956 1.1 76,902 76,902 0 0.0

Top 30 EAs 6,118,688 6,006,109 112,579 1.8 5,435,684 5,433,243 2,441 0.0

United States 9,601,716 9,452,967 148,749 1.5 8,519,383 8,512,420 6,963 0.1

Source: Center for Urban Policy Research, Rutgers University.

Table 7.12
Water and Sewer Demand—

Uncontrolled- and Controlled-Growth Scenarios by EA: 2000 to 2025
(Top 30 EAs)
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Table 7.13
Water and Sewer Laterals—

Uncontrolled- and Controlled-Growth Scenarios by EA: 2000 to 2025
(Top 30 EAs)

Water and Sewer Laterals Combined Residential Water and Sewer Laterals

EA

Uncontrolled
Growth

(#)

Controlled
Growth

(#)

Lateral
Savings

(#)

Percentage
Savings

(%)

Uncontrolled
Growth

(#)

Controlled
Growth

(#)

Lateral
Savings

(#)

Los Angeles-River.-
Orange, CA-AZ 2,026,692 1,549,597 477,096 23.5 1,818,211 1,344,357 473,854
Washington-Balti.,
DC-MD-VA-WV-PA 1,542,736 1,261,021 281,714 18.3 1,412,630 1,131,520 281,111
Dallas-Fort Worth,
TX-AR-OK 1,588,166 1,390,788 197,378 12.4 1,483,679 1,286,527 197,152
San Francisco-Oak.-
San Jose, CA 1,410,073 1,203,512 206,561 14.6 1,298,704 1,092,557 206,146
Atlanta, GA-AL-NC 1,536,204 1,348,322 187,882 12.2 1,442,703 1,255,206 187,498
Houston-Gal.-
Brazoria, TX 1,417,234 1,285,186 132,048 9.3 1,332,669 1,200,621 132,048
Miami-F. Lau., FL 1,012,315 839,066 173,249 17.1 929,013 756,322 172,691
Denver-Boulder-
Gree., CO-KS-NE 1,177,136 1,014,256 162,880 13.8 1,094,221 932,191 162,029
Phoenix-Mesa, AZ-
NM 1,230,818 1,099,220 131,597 10.7 1,163,250 1,031,653 131,597
New York-North.
NJ-L. Isl., NY-NJ-
CT-PA-MA-VT 928,543 865,394 63,149 6.8 783,718 721,405 62,314
Seattle-Tacoma-
Bremerton, WA 1,133,733 1,004,736 128,997 11.4 1,064,435 935,390 129,045
Orlando, FL 1,130,105 1,051,553 78,553 7.0 1,068,410 989,857 78,553
Chicago-Gary-
Keno., IL-IN-WI 848,015 777,836 70,180 8.3 740,964 671,248 69,716
San Diego, CA 795,728 678,865 116,864 14.7 728,542 611,678 116,864
Boston-Wor.-Law.-
Lowell-Brocktn,
MA-NH-RI-VT 841,228 712,600 128,628 15.3 759,247 630,853 128,394
Minneapolis-St.
Paul, MN-WI-IA 796,456 718,375 78,082 9.8 724,613 647,366 77,247
Las Vegas, NV-AZ-
UT 691,927 607,671 84,256 12.2 645,815 561,559 84,256
Salt Lake City-
Ogden, UT-ID 685,096 630,081 55,015 8.0 638,717 583,384 55,333
Portland-Salem,
OR-WA 749,778 674,663 75,116 10.0 703,404 628,377 75,028
San Antonio, TX 705,128 627,974 77,154 10.9 665,334 588,180 77,154
Tampa-St. Peter.-
Clearwater, FL 701,009 581,515 119,494 17.0 658,857 539,076 119,780
Sacramento-Yolo,
CA 643,558 603,556 40,002 6.2 608,865 569,012 39,853
Philadelphia-Wil.-
Atlantic City, PA-
NJ-DE-MD 639,845 507,915 131,930 20.6 584,912 452,778 132,134
Nashville, TN-KY 642,547 558,800 83,747 13.0 604,414 520,748 83,666
Jackson., FL-GA 568,561 516,947 51,615 9.1 536,011 484,397 51,615
Indianapolis, IN-IL 568,723 521,633 47,089 8.3 525,249 478,159 47,089
Detroit-Ann Arbor-
Flint, MI 503,260 454,483 48,777 9.7 436,000 387,013 48,987
Raleigh-Durham-
Chapel Hill, NC 460,112 415,874 44,238 9.6 429,223 384,825 44,399
Charlotte-Gasto.-
Rock Hill, NC-SC 448,549 415,344 33,204 7.4 419,527 386,322 33,204
Columbus, OH 402,718 369,382 33,337 8.3 371,108 337,771 33,337

Top 30 EAs 27,825,996 24,286,165 3,539,832 12.7 25,672,444 22,140,351 3,532,094

United States 45,866,595 41,245,295 4,621,302 10.1 42,350,884 37,744,581 4,606,304

Source: Center for Urban Policy Research, Rutgers University.
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$117.0 billion to provide for additional water and
sewer capacity, respectively (Table 7.14). This rep-
resents close to 63 percent of the nation’s total costs
for water and sewer for the period 2000 to 2025. Since
infrastructure costs reflect the plant, mains, and lat-
eral costs, it is not surprising that the Los Angeles-
Riverside-Orange, CA-AZ EA stands out among other
EAs in future infrastructure costs. At a future cost of
$9.4 billion, this EA exhibits costs 1.3 to 1.5 times
those of the next four infrastructure demand-ranked
EAs. The Los Angeles-Riverside-Orange, CA-AZ EA
has by far the highest future water and sewer infra-
structure costs in the nation. It is interesting that the
Washington-Baltimore, DC-MD-VA-WV-PA; Dallas-
Fort Worth, TX-AR-OK; San Francisco-Oakland-San
Jose, CA; and Atlanta, GA-AL-NC EAs, which have
larger amounts of land converted, have water and
sewer costs only two-thirds that of Los Angeles-Riv-
erside-Orange, CA-AZ EA. In the previous paragraph,
the large number of high-density residential units in
the Los Angeles-Riverside-Orange, CA-AZ EA as
compared to the Washington-Baltimore, DC-MD-VA-
WV-PA EA was discussed. However, not mentioned
was the fact that the proportionally large number of
future single-family units within the Los Angeles-Riv-
erside-Orange, CA-AZ EA dominates overall water
service costs. The economies gained by using shorter
distribution and collection mains (density) are negated

by the cost of the number of single-family units to be
serviced.

Controlled Growth

Water and Sewer Demand

Under the controlled-growth scenario, overall water
demand is reduced from 9.60 billion to 9.45 billion
gallons per day, a saving of 148.7 million gallons.
Sewer demand is reduced from 8.52 billion to
8.51 billion gallons per day, a saving of 7.0 million
gallons (Table 7.12). The top 30 EAs representing
60 percent of national water and sewer demand have
water demand reduced from 6.1 billion to 6.0 billion
gallons per day, a saving of 112.6 million gallons.
These same EAs have sewer demand reduced slightly
to 5.4 billion gallons per day, saving 2.4 million gal-
lons per day. Again, while the demand saving is rela-
tively minor, two EAs have by far the most water
demand savings. The two are in the top five EAs in
terms of projected growth. These are the Los Angeles-
Riverside-Orange, CA-AZ and Washington-Baltimore,
DC-MD-VA-WV-PA EAs. The Los Angeles-Riverside-
Orange, CA-AZ EA under the controlled-growth sce-
nario evidences a saving of 15.4 million gallons in wa-
ter capacity per day. The Washington-Baltimore,
DC-MD-VA-WV-PA EA follows with savings of
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Water Infrastructure Costs Sewer Infrastructure Costs Total Infrastructure Costs

EA

Un-
controlled
Growth

($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Un-
controlled
Growth

($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Un-
controlled

Growth
($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Percentage
Savings

(%)

Los Angeles-
River.-Or., CA-AZ 3,577 3,132 445 5,822 5,008 813 9,399 8,140 1,259 13.4
Washington-Balti.,
DC-MD-VA-WV-PA 2,777 2,437 339 4,398 3,817 581 7,175 6,255 920 12.8
Dallas-Fort Worth,
TX-AR-OK 2,428 2,273 155 3,810 3,599 211 6,238 5,872 366 5.9
San Francisco-
Oak.-San Jose, CA 2,480 2,301 178 3,979 3,632 346 6,458 5,934 524 8.1
Atlan., GA-AL-NC 2,371 2,201 170 3,785 3,501 284 6,156 5,703 454 7.4
Houston-Gal.-
Brazoria, TX 2,071 1,953 118 3,266 3,078 188 5,337 5,031 306 5.7
Miami-F. Lau., FL 1,940 1,774 166 3,092 2,850 242 5,032 4,624 408 8.1
Denver-Boulder-
Gree., CO-KS-NE 1,983 1,775 208 3,187 2,833 354 5,170 4,609 561 10.9
Phoenix-Mesa,
AZ-NM 1,807 1,719 88 2,833 2,724 109 4,640 4,443 197 4.2
New York-North.
NJ-L. Isl., NY-NJ-
CT-PA-MA-VT 1,889 1,812 77 2,949 2,822 127 4,837 4,633 204 4.2
Seattle-Tacoma-
Bremerton, WA 1,752 1,645 108 2,754 2,595 159 4,507 4,240 267 5.9
Orlando, FL 1,708 1,646 62 2,771 2,689 82 4,479 4,335 144 3.2
Chicago-Gary-
Keno., IL-IN-WI 1,570 1,486 84 2,426 2,295 131 3,996 3,782 215 5.4
San Diego, CA 1,493 1,411 82 2,336 2,242 94 3,829 3,654 176 4.6
Boston-Wor.-Law.-
Lowell-Brocktn,
MA-NH-RI-VT 1,492 1,355 137 2,397 2,176 220 3,889 3,531 358 9.2
Minneapolis-St.
Paul, MN-WI-IA 1,269 1,195 74 2,026 1,899 127 3,294 3,094 201 6.1
Las Vegas, NV-
AZ-UT 1,130 1,065 64 1,806 1,725 82 2,936 2,790 146 5.0
Salt Lake City-
Ogden, UT-ID 967 908 59 1,495 1,403 92 2,461 2,311 151 6.1
Portland-Salem,
OR-WA 1,094 987 107 1,756 1,565 191 2,850 2,552 298 10.5
San Antonio, TX 1,011 937 75 1,603 1,489 115 2,615 2,425 189 7.2
Tampa-St. Peter.-
Clearwater, FL 1,045 958 88 1,679 1,526 153 2,724 2,484 240 8.8
Sacra.-Yolo, CA 1,031 991 40 1,674 1,614 60 2,705 2,605 100 3.7
Philadelphia-Wil.-
Atlantic City, PA-
NJ-DE-MD 1,152 927 225 1,858 1,462 396 3,010 2,389 620 20.6
Nashville, TN-KY 997 911 86 1,657 1,509 148 2,654 2,420 234 8.8
Jackson., FL-GA 894 835 59 1,473 1,369 104 2,367 2,204 163 6.9
Indianapolis, IN-IL 878 832 46 1,429 1,354 74 2,306 2,186 120 5.2
Detroit-Ann
Arbor-Flint, MI 973 899 74 1,525 1,409 117 2,498 2,307 191 7.6
Raleigh-Durham-
Chapel Hill, NC 746 704 42 1,197 1,135 62 1,942 1,839 103 5.3
Charlotte-Gasto.-
Rock Hill, NC-SC 703 668 35 1,124 1,077 47 1,827 1,745 82 4.5
Columbus, OH 618 585 32 1,000 953 47 1,617 1,538 79 4.9

Top 30 EAs 45,845 42,324 3,521 73,106 67,351 5,755 118,951 109,675 9,276 7.8

United States 72,806 68,036 4,770 116,961 109,124 7,839 189,767 177,160 12,609 6.6

Source: Center for Urban Policy Research, Rutgers University.

Table 7.14
Water and Sewer Infrastructure Costs—

Uncontrolled- and Controlled-Growth Scenarios by EA: 2000 to 2025
(Top 30 EAs)
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10.4 million gallons in water capacity per day. These
savings are 2.5 times and 1.5 times the savings, re-
spectively, of the next three water service-demand-
ing EAs—the Dallas-Fort Worth, TX-AR-OK EA;
San Francisco-Oakland-San Jose, CA EA; and the
Atlanta, GA-AL-NC EA. Since the number of units
does not change (all relocated households and jobs
remain within an EA), the savings must be primarily
attributed to changes in residential housing
nondomestic water consumption resulting from dif-
fering housing mixes under the two alternatives.

Water and Sewer Laterals

The total number of water and sewer laterals is re-
duced from 45.8 million to 41.2 million laterals in
the controlled-growth scenario, a saving of 4.6 mil-
lion laterals (Table 7.13). The top 30 EAs, represent-
ing 60 percent of the required number of future wa-
ter and sewer laterals nationwide, incur a reduction
of 3.5 million water and sewer laterals, from 27.8 mil-
lion to 24.3 million. The Los Angeles-Riverside-Or-
ange, CA-AZ EA and Washington-Baltimore, DC-
MD-VA-WV-PA EA are worth noting. The Los
Angeles-Riverside-Orange, CA-AZ EA exhibits a
saving of 477,000 water and sewer laterals, which is
equivalent to the next two EAs combined (Washing-
ton-Baltimore, DC-MD-VA-WV-PA and Dallas-Fort
Worth, TX-AR-OK EAs). The Washington-Balti-
more, DC-MD-VA-WV-PA EA has a saving of
282,000 water and sewer laterals. The EA that evi-
dences the greatest proportional water and sewer lat-
eral saving is the Philadelphia-Wilmington-Atlantic
City, PA-NJ-DE-MD EA with a saving of 20.6 per-
cent, or 132,000 laterals.

Water and Sewer Costs

Under controlled growth, the total cost of water and
sewer infrastructure nationwide is reduced from
$190 billion to $177 billion, a saving of $13 billion
or 6.6 percent over the 25-year period 2000 to 2025
(Table 7.14). The top 30 EAs, representing 60 per-
cent of the water and sewer costs nationwide, reduce
their costs from $119 billion to $109.7 billion, a sav-
ing of $9.3 billion, or 7.8 percent. The Los Angeles-
Riverside-Orange, CA-AZ and Washington-Balti-
more, DC-MD-VA-WV-PA EAs stand out. The Los
Angeles-Riverside-Orange, CA-AZ EA evidences
water and sewer infrastructure savings of $1.26 bil-
lion. Those savings are one-third larger than the next
EA and equal to the sum of the savings of the next
two EAs. The Washington-Baltimore, DC-MD-VA-

WV-PA EA is next, with total infrastructure savings
of $920 million. The EA that saves the most propor-
tionally is the Philadelphia-Wilmington-Atlantic City,
PA-NJ-DE-MD EA with savings of 20.6 percent, or
$620 million.

COUNTIES

Uncontrolled Growth

Water and Sewer Demand

Table 7.15 presents the top 50 counties ranked by
future water and sewer demand. These 50 counties
(out of 3,091 counties) account for more than one-
third of the future water and sewer demand nation-
wide, or 6.53 billion gallons. All but four of these
counties are in the South and West, where the bulk of
the 2000 to 2025 residential and nonresidential growth
is occurring. The two counties with the largest future
water and sewer demand are also the two counties
wherein the largest amount of development is taking
place. Maricopa, AZ, and San Diego, CA, both re-
quire approximately 400 million gallons of combined
future water and sewer capacity per day over the pe-
riod 2000 to 2025. The next four counties (Los An-
geles, CA; Harris, TX; Orange, CA; and Clark, NV)
require 250 million to 300 million gallons of com-
bined water and sewer capacity per day.

Water and Sewer Laterals

The top 50 counties require a total of 14 million lat-
erals to satisfy their future water and sewer demand
for the period 2000 to 2025 (Table 7.16). Maricopa,
AZ, and San Diego, CA, are the counties with the
largest number of future water and sewer laterals, re-
quiring a total of 1.1 million and 0.8 million, respec-
tively. The counties with next highest number of re-
quired future water and sewer laterals are Harris, TX
(0.6 million) and Clark, NV, (0.5 million).

Water and Sewer Costs

Table 7.17 presents the water and sewer infrastruc-
ture costs for the top 50 counties in water and sewer
demand. Their cost, which amounts to 22 percent of
national cost, is $60.2 billion. Thus, 1.6 percent of
the counties nationwide contain 22 percent of future
water and sewer infrastructure costs. The two highest
demand counties have water and sewer infrastructure
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Water Demand Sewer Demand

County

Uncontrolled
Growth

(Kgal/day)

Controlled
Growth

(Kgal/day)

Demand
Savings

(Kgal/day)

Percentage
Savings

(%)

Uncontrolled
Growth

(Kgal/day)

Controlled
Growth

(Kgal/day)

Demand
Savings

(Kgal/day)

Percentage
Savings

(%)

Maricopa, AZ 220,541 216,671 3,869 1.8 194,690 194,690 0 0.0
San Diego, CA 216,887 213,200 3,687 1.7 197,361 197,361 0 0.0
Los Angeles, CA 152,159 280,999 -128,840 -84.7 144,939 267,996 -123,057 -84.9
Harris, TX 137,969 152,434 -14,464 -10.5 122,545 137,002 -14,456 -11.8
Orange, CA 131,351 142,434 -11,083 -8.4 121,776 133,715 -11,939 -9.8
Clark, NV 129,764 127,147 2,617 2.0 117,129 117,129 0 0.0
Bexar, TX 98,645 106,172 -7,527 -7.6 87,723 95,830 -8,107 -9.2
Tarrant, TX 98,555 96,562 1,994 2.0 87,594 87,594 0 0.0
Riverside, CA 96,134 34,075 62,060 64.6 84,680 30,625 54,055 63.8
San Bernardino, CA 90,497 34,996 55,501 61.3 80,475 31,632 48,843 60.7

Broward, FL 85,723 83,841 1,882 2.2 79,457 79,112 345 0.4
Orange, FL 83,819 82,664 1,155 1.4 75,726 75,726 0 0.0
Hillsborough, FL 83,335 91,777 -8,441 -10.1 75,414 83,929 -8,515 -11.3
Palm Beach, FL 79,903 62,127 17,776 22.2 71,827 57,306 14,521 20.2
King, WA 78,270 89,999 -11,729 -15.0 71,579 83,546 -11,967 -16.7
Dade, FL 66,427 94,165 -27,738 -41.8 62,049 88,053 -26,003 -41.9
Dallas, TX 66,153 77,642 -11,489 -17.4 60,407 72,175 -11,768 -19.5
Fairfax, DC 65,138 63,949 1,189 1.8 58,060 58,060 0 0.0
Salt Lake, UT 63,513 70,547 -7,034 -11.1 56,652 63,779 -7,127 -12.6
Sacramento, CA 62,779 65,127 -2,348 -3.7 55,678 58,498 -2,820 -5.1

Contra Costa, CA 62,083 61,157 926 1.5 54,823 54,823 0 0.0
Santa Clara, CA 59,849 83,519 -23,670 -39.5 55,097 77,553 -22,456 -40.8
Pima, AZ 55,716 54,732 984 1.8 49,518 49,518 0 0.0
Cobb, GA 53,965 53,058 907 1.7 46,793 46,793 0 0.0
Wake, NC 52,806 51,742 1,064 2.0 46,631 46,631 0 0.0
Arapahoe, CO 52,463 51,197 1,266 2.4 47,074 47,074 0 0.0
Mecklenburg, NC 51,920 50,886 1,034 2.0 46,055 46,055 0 0.0
Collin, TX 50,264 49,340 923 1.8 43,108 43,108 0 0.0
Oakland, MI 49,474 49,240 234 0.5 44,920 45,112 -192 -0.4
Gwinnett, GA 47,713 46,949 765 1.6 41,315 41,315 0 0.0

Pierce, WA 46,668 44,583 2,085 4.5 41,708 40,073 1,635 3.9
El Paso, TX 45,755 45,634 121 0.3 40,911 41,126 -214 -0.5
Seminole, FL 45,263 44,547 717 1.6 39,799 39,799 0 0.0
Franklin, OH 44,158 45,119 -960 -2.2 40,197 41,747 -1,550 -3.9
Travis, TX 43,130 56,324 -13,194 -30.6 38,477 51,260 -12,783 -33.2
Shelby, TN 42,769 42,239 530 1.2 37,826 37,826 0 0.0
Fort Bend, TX 41,344 41,151 194 0.5 34,714 34,714 0 0.0
Snohomish, WA 41,166 39,260 1,906 4.6 36,369 35,224 1,145 3.1
Alameda, CA 40,326 66,004 -25,678 -63.7 37,276 61,301 -24,025 -64.5
Washington, OR 40,277 39,682 596 1.5 35,649 35,649 0 0.0

Lake, IL 38,870 38,542 327 0.8 34,455 34,455 0 0.0
Cook, IL 38,514 56,392 -17,878 -46.4 37,553 54,381 -16,828 -44.8
Fresno, CA 37,053 36,584 470 1.3 33,524 33,524 0 0.0
Duval, FL 36,806 49,822 -13,016 -35.4 33,841 45,719 -11,878 -35.1
Denton, TX 36,637 35,999 639 1.7 32,044 32,044 0 0.0
Ventura, CA 36,612 16,986 19,626 53.6 33,150 15,442 17,707 53.4
Du Page, IL 35,888 36,484 -596 -1.7 32,342 33,361 -1,018 -3.1
Montgomery, TX 35,760 30,268 5,492 15.4 28,627 24,367 4,259 14.9
Utah, UT 35,596 23,304 12,292 34.5 31,550 20,807 10,742 34.0
El Paso, CO 34,122 32,434 1,688 4.9 29,688 28,534 1,154 3.9

Top 50 Counties 3,440,529 3,559,706 -119,169 -3.5 3,090,795 3,253,093 -162,297 -5.3

United States 9,602,016 9,452,967 148,749 1.5 8,519,383 8,512,420 6,963 0.1

Source: Center for Urban Policy Research, Rutgers University.

Table 7.15
Water and Sewer Demand—

Uncontrolled- and Controlled-Growth Scenarios by County: 2000 to 2025
(Top 50 Counties)
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Water and Sewer Laterals Combined Residential Water and Sewer Laterals

County

Uncontrolled
Growth

(#)

Controlled
Growth

(#)

Lateral
Savings

(#)

Percentage
Savings

(%)

Uncontrolled
Growth

(#)

Controlled
Growth

(#)

Lateral
Savings

(#)

Maricopa, AZ 1,084,696 953,798 130,898 12.1 1,021,826 890,926 130,898
San Diego, CA 795,728 678,864 116,864 14.7 728,542 611,678 116,864
Los Angeles, CA 356,252 652,030 -295,778 -83.0 278,418 537,454 -259,036
Harris, TX 606,918 624,736 -17,820 -2.9 553,312 571,132 -17,820
Orange, CA 411,258 390,776 20,480 5.0 360,244 335,062 25,182
Clark, NV 517,460 433,202 84,256 16.3 478,166 393,910 84,256
Bexar, TX 419,284 411,570 7,714 1.8 387,828 380,114 7,714
Tarrant, TX 417,552 358,956 58,596 14.0 385,662 327,066 58,596
Riverside, CA 462,412 141,238 321,174 69.5 438,326 133,344 304,984
San Bernardino, CA 388,898 132,884 256,014 65.8 364,386 123,124 241,262

Broward, FL 284,148 231,096 53,052 18.7 254,386 205,006 49,380
Orange, FL 324,160 287,620 36,540 11.3 291,884 255,344 36,540
Hillsborough, FL 346,492 355,340 -8,848 -2.6 319,860 328,160 -8,300
Palm Beach, FL 332,708 211,296 121,412 36.5 313,160 194,190 118,970
King, WA 283,062 284,440 -1,380 -0.5 249,576 246,792 2,784
Dade, FL 201,548 287,676 -86,128 -42.7 176,232 254,964 -78,732
Dallas, TX 237,952 240,574 -2,622 -1.1 207,806 207,482 324
Fairfax, DC 264,268 233,746 30,520 11.5 241,660 211,140 30,520
Salt Lake, UT 266,096 269,370 -3,274 -1.2 242,612 243,964 -1,352
Sacramento, CA 268,374 257,000 11,374 4.2 250,986 238,524 12,464

Contra Costa, CA 271,724 245,078 26,646 9.8 257,208 230,562 26,646
Santa Clara, CA 208,910 270,124 -61,214 -29.3 185,634 239,904 -54,270
Pima, AZ 296,744 256,498 40,248 13.6 281,514 241,266 40,248
Cobb, GA 257,276 232,062 25,214 9.8 242,312 217,098 25,214
Wake, NC 234,194 203,622 30,572 13.1 217,970 187,400 30,572
Arapahoe, CO 205,946 171,706 34,240 16.6 188,074 153,832 34,240
Mecklenburg, NC 216,184 186,638 29,546 13.7 199,578 170,032 29,546
Collin, TX 253,130 227,826 25,304 10.0 242,106 216,802 25,304
Oakland, MI 181,834 168,660 13,174 7.2 153,666 140,492 13,174
Gwinnett, GA 221,998 201,266 20,732 9.3 208,946 188,214 20,732

Pierce, WA 229,016 212,278 16,736 7.3 216,408 201,808 14,600
El Paso, TX 204,314 192,348 11,966 5.9 192,380 180,140 12,240
Seminole, FL 201,354 180,758 20,596 10.2 191,974 171,378 20,596
Franklin, OH 161,148 144,520 16,628 10.3 141,850 125,222 16,628
Travis, TX 180,736 207,820 -27,082 -15.0 163,012 186,908 -23,898
Shelby, TN 184,910 169,806 15,104 8.2 166,218 151,114 15,104
Fort Bend, TX 221,748 217,288 4,458 2.0 213,474 209,014 4,458
Snohomish, WA 196,148 173,182 22,964 11.7 186,300 164,682 21,618
Alameda, CA 133,058 211,976 -78,918 -59.3 114,482 189,458 -74,976
Washington, OR 179,040 160,638 18,404 10.3 166,586 148,184 18,404

Lake, IL 161,186 152,142 9,044 5.6 146,354 137,310 9,044
Cook, IL 39,862 90,366 -50,504 -126.7 0 43,824 -43,824
Fresno, CA 141,850 126,628 15,222 10.7 130,772 115,550 15,222
Duval, FL 132,640 186,686 -54,046 -40.7 116,288 170,334 -54,046
Denton, TX 181,036 160,496 20,540 11.3 173,682 153,142 20,540
Ventura, CA 136,052 61,422 74,630 54.9 121,330 55,534 65,796
Du Page, IL 131,498 121,116 10,384 7.9 116,200 105,004 11,198
Montgomery, TX 224,432 185,984 38,448 17.1 218,796 180,346 38,448
Utah, UT 155,962 97,196 58,766 37.7 147,866 91,174 56,692
El Paso, CO 164,052 148,522 15,530 9.5 153,024 138,980 14,044

Top 50 Counties 13,977,248 12,800,864 1,176,376 8.4 12,798,876 11,594,084 1,204,792

United States 45,866,595 41,245,295 4,621,302 10.1 42,350,884 37,744,581 4,606,304

Source: Center for Urban Policy Research, Rutgers University.

Table 7.16
Water and Sewer Laterals—

Uncontrolled- and Controlled-Growth Scenarios by County: 2000 to 2025
(Top 50 Counties)
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Water Infrastructure Costs Sewer Infrastructure Costs Total Infrastructure Costs

County

Un-
controlled

Growth
($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Un-
controlled

Growth
($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Un-
controlled

Growth
($M)

Controlled
Growth

($M)

Cost
Savings

($M)

Percentage
Savings

(%)

Maricopa, AZ 1,615 1,532 83 2,515 2,413 102 4,130 3,945 185 4.5
San Diego, CA 1,493 1,411 82 2,336 2,242 94 3,829 3,653 176 4.6
Los Angeles, CA 716 1,418 -701 1,098 2,221 -1,123 1,814 3,639 -1,824 -100.6
Harris, TX 956 1,035 -79 1,463 1,604 -141 2,419 2,639 -220 -9.1
Orange, CA 834 873 -40 1,275 1,352 -77 2,109 2,225 -117 -5.5
Clark, NV 875 816 59 1,382 1,310 73 2,257 2,126 132 5.8
Bexar, TX 618 640 -23 946 993 -48 1,564 1,633 -71 -4.5
Tarrant, TX 644 603 41 997 948 49 1,641 1,551 90 5.5
Riverside, CA 723 226 497 1,225 386 840 1,948 612 1,337 68.6
San Bernardino, CA 612 220 392 1,055 382 673 1,667 602 1,065 63.9

Broward, FL 558 531 27 887 866 22 1,445 1,397 49 3.4
Orange, FL 532 507 25 826 796 31 1,358 1,303 56 4.1
Hillsborough, FL 548 600 -52 854 946 -91 1,402 1,546 -143 -10.2
Palm Beach, FL 692 499 193 1,088 798 291 1,780 1,297 484 27.2
King, WA 556 614 -57 861 965 -105 1,417 1,579 -162 -11.4
Dade, FL 361 553 -192 554 862 -307 915 1,415 -499 -54.5
Dallas, TX 441 494 -53 683 781 -98 1,124 1,275 -151 -13.4
Fairfax, DC 548 523 25 835 803 32 1,383 1,326 57 4.1
Salt Lake, UT 388 414 -26 591 637 -46 979 1,051 -72 -7.4
Sacramento, CA 425 430 -5 654 668 -14 1,079 1,098 -19 -1.8

Contra Cos., CA 466 445 20 710 685 25 1,176 1,130 45 3.8
Santa Clara, CA 409 564 -155 619 864 -245 1,028 1,428 -400 -38.9
Pima, AZ 449 422 27 777 743 35 1,226 1,165 62 5.1
Cobb, GA 416 397 19 637 614 23 1,053 1,011 42 4.0
Wake, NC 398 371 27 627 588 39 1,025 959 66 6.4
Arapahoe, CO 430 403 27 675 643 32 1,105 1,046 59 5.3
Mecklen., NC 363 337 25 558 527 32 921 864 57 6.2
Collin, TX 411 385 26 626 593 33 1,037 978 59 5.7
Oakland, MI 416 404 12 629 614 15 1,045 1,018 27 2.6
Gwinnett, GA 349 333 17 535 515 20 884 848 37 4.2

Pierce, WA 317 303 15 485 466 19 802 769 34 4.2
El Paso, TX 235 229 6 352 345 7 587 574 13 2.2
Seminole, FL 319 305 14 495 478 18 814 783 32 3.9
Franklin, OH 260 256 4 401 401 0 661 657 4 0.6
Travis, TX 284 352 -69 437 552 -115 721 904 -184 -25.5
Shelby, TN 280 267 13 424 407 17 704 674 30 4.3
Fort Bend, TX 315 308 7 485 471 14 800 779 21 2.6
Snohomish, WA 284 262 21 445 414 31 729 676 52 7.1
Alameda, CA 245 409 -164 374 635 -261 619 1,044 -425 -68.7
Washington, OR 256 244 13 392 377 15 648 621 28 4.3

Lake, IL 349 340 8 524 514 10 873 854 18 2.1
Cook, IL 127 216 -90 188 322 -133 315 538 -223 -70.8
Fresno, CA 231 216 14 397 377 19 628 593 33 5.3
Duval, FL 217 312 -95 333 486 -152 550 798 -247 -44.9
Denton, TX 248 235 13 382 366 16 630 601 29 4.6
Ventura, CA 286 132 154 486 225 262 772 357 416 53.9
Du Page, IL 281 277 4 429 425 3 710 702 7 1.0
Montgome., TX 300 251 50 498 416 82 798 667 132 16.5
Utah, UT 204 132 71 309 202 107 513 334 178 34.7
El Paso, CO 230 216 14 357 337 20 587 553 34 5.8

Top 50 Counties 23,510 23,262 244 36,711 36,575 145 60,221 59,837 389 0.6

United States 72,806 68,036 4,770 116,961 109,124 7,839 189,767 177,160 12,609 6.6

Source: Center for Urban Policy Research, Rutgers University.

Table 7.17
Water and Sewer Infrastructure Costs—

Uncontrolled- and Controlled-Growth Scenarios by County: 2000 to 2025
(Top 50 Counties)
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costs of approximately $4 billion through 2025. The
combined water and sewer costs for Maricopa County,
AZ, are $4.1 billion; for San Diego County, CA, they
are $3.8 billion.

Controlled Growth

Water and Sewer Demand

Under the controlled-growth scenario, the top
50 counties, representing in excess of one-third of
future national demand for water and sewer capacity,
had a combined demand of 6.81 billion gallons per
day, an increase of 281 million gallons per day
(Table 7.15). Under the controlled-growth scenario,
individual counties experience increases or decreases
in households and employment due to intercounty
movement. County water and sewer demand under
controlled growth reflects these aggregate changes.
As shown in Table 7.15, controlled sprawling rural
and undeveloped counties have moderate decreases
in demand; established urban and suburban counties
have large increases in demand. Many of the signifi-
cant top-50 counties are urban and suburban coun-
ties whose demand actually increases under the con-
trolled-growth scenario. This shows that the top
50 counties actually increase in water and sewer de-
mand under the controlled-growth scenario.

For individual counties, future (2000 to 2025) infra-
structure requirements can change dramatically un-
der the two alternatives. Six counties are particularly
noteworthy. These are Alameda, Los Angeles, River-
side, San Bernardino, and Santa Clara counties in
California and Dade County in Florida. Riverside,
CA, and San Bernardino, CA, are relieved of millions
of gallons per day of required future water and sewer
capacity. Riverside saves 116 million gallons of com-
bined future water and sewer capacity; San Bernar-
dino saves 104 million gallons of combined future

water and sewer capacity per day. On the other hand,
Los Angeles County must supply an additional
252 million gallons of combined water and sewer
capacity per day over the projected period. Santa
Clara County must supply an additional 52 million
gallons of combined water and sewer capacity per
day, while Alameda County must supply approxi-
mately the same amount. Dade County, Florida, must
provide an additional 54 million gallons of combined
water and sewer capacity per day.

Water and Sewer Laterals

The number of water and sewer laterals saved by the
top 50 counties under the controlled-growth scenario
parallels savings noted for the EAs (Table 7.16). The
top 50 counties save 1.2 million of the 4.6 million wa-
ter laterals saved overall. In less than 2 percent of the
counties, one-quarter of the total water and sewer lat-
erals is saved. The most pronounced examples of
water and sewer lateral change are the three Califor-
nia counties previously discussed. Riverside County
saves 321,000 water and sewer laterals, San Bernar-
dino County saves 256,000  laterals, while Los An-
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geles County increases its required future water and
sewer laterals by 296,000.

Water and Sewer Costs

The changes in water and sewer lateral requirements
are directly reflected in a county’s future infrastruc-
ture costs. Table 7.17 lists future water and sewer in-
frastructure costs for the top-50 water and sewer de-
mand counties. The combined cost of $60 billion
represents nearly 32 percent of all future water and
infrastructure costs. As far as the top 50 counties are
concerned, the infrastructure cost differential under
the two scenarios is negligible. Both growth scenarios
occasion $60 billion in combined infrastructure costs
for future water and sewer demand. Riverside and
San Bernardino Counties in California save $1.3 bil-
lion and $1.1 billion in future water and sewer infra-
structure costs, respectively. Los Angeles County,
CA, incurs extra water and sewer infrastructure
costs of $1.8 billion.

CONCLUSION

During the period from 2000 to 2025, under tradi-
tional or uncontrolled development, the United States
will expend more than $190 billion to provide neces-
sary water and sewer infrastructure. Water and sewer
systems will have to be expanded to accommodate
the more than 18 billion gallons of additional water
and sewer capacity needed. These delivery and col-
lection systems will require close to 46 million later-
als (or equivalents) to service new residential and non-
residential structures. The full extent of this projected
infrastructure and its attending costs can be avoided
through more sensible growth patterns.

With both intercounty and intracounty growth-con-
trol measures in place, more than 155 million gal-
lons of water and sewer demand per day can be saved
without depriving residential or nonresidential users
of this fundamental utility. No domestic water use is
curtailed; instead, buildings are situated in greater
mass and lawn sprinkling becomes more efficient. The
new development pattern also allows for a less ex-
tensive delivery and collection system (street mains)
resulting in lower tap-in costs. The housing contrib-
utes to a smaller number of water and sewer laterals
to service an equivalent number of residential and
nonresidential occupants. The combined cost saving
of lower tap-in fees and 4.6 million fewer laterals
amounts to an infrastructure saving of $12.6 billion
over the projection period.

When determining the effect of redirecting growth
into more urbanized counties in the controlled-growth
scenario, the analysis did not include the availability
of excess capacity in these areas. The use of avail-
able capacity in these developed areas would have
reduced the need for capacity expansion, interceptor
construction, and laterals, and thus adding to the pro-
jected savings attained with the controlled-growth
scenario.

The South, which is the fastest-growing region, in-
curs the most development infrastructure costs and
thus realizes the greatest savings of the four United
States regions. It does not have to provide 68.0 mil-
lion gallons of water per day, nor process 4.1 million
gallons of daily sewage. Laterals are reduced in the
region by more than 2.1 million. The South saves
$5.5 billion by not engaging in unnecessary water and
sewer infrastructure construction. These are savings
of 2 percent of the uncontrolled-growth water and
sewer demand and 10 percent in the number of con-
structed water and sewer laterals. There is a 7 percent
overall cost-of-infrastructure saving for this region.
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The West, the second fastest-growing region, experi-
ences similar percentage savings. Since its growth is
less than that of the South, the absolute savings are
less: a 56.0 million gallon saving in water and sewer
demand; a 1.7 million saving in water and sewer lat-
erals; and a $4.2 billion saving in water and sewer
lateral costs. The Northeast and the Midwest together
save one-half the levels of saving registered in the
West. Their combined total savings are 27.6 million
gallons of water and sewer demand per day, 0.8 mil-
lion water and sewer laterals, and $2.8 billion in wa-
ter and sewer lateral costs.

The water and sewer demand savings reported above
are clearly not the most significant element of the

overall infrastructure analysis. Water and sewer de-
mand are discussed only as a prelude to analyzing
the magnitude and cost of the water and sewer infra-
structure. The infrastructure analysis concentrates on
the basic components of infrastructure, including
variations within and between county development
types. Costing is developed for each of these varia-
tions, taking into account varying regional wage struc-
tures. The alternative-growth scenario infrastructure
components, costs, and savings are an accurate yet con-
servative view of their future incidence in the United
States over the forthcoming multidecade period.
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VIII

Local Road Infrastructure
in the United States:

Requirements under Sprawl
and Alternative Development

INTRODUCTION

The purpose of this chapter is to provide estimates of
the number of lane-miles and the cost of new local
roads required for the population growth expected
during the next 25 years under two alternative devel-
opment futures for the United States. One future is
uncontrolled growth, or sprawl; the other is more-
controlled or “smart” growth. In the controlled-growth
scenario, growth is encouraged in the more built-up
portions of each EA, both in developed counties and
in developed areas of counties. Each development
alternative involves growth of a magnitude that pro-
duces 23.5 million new households, containing
60.7 million persons, and 49.4 million new jobs. The
question to be addressed is whether the extent and
cost of the required new road infrastructure to sup-
port this additional population is less for controlled
(compact/smart) growth than it is for uncontrolled
(sprawl) growth.

The chapter first describes a regression-based Rutgers
Road Model, which predicts road-mile density as a
function of population density. Equations for the
model that are applicable at the national level are
derived and their implications discussed. The chap-
ter concludes with the application of the road model
and costs to the two alternative growth scenarios.

CONCEPTUAL OVERVIEW AND
ASSESSMENT MODEL

Infrastructure is the publicly owned and maintained
development hardware or structures through and from
which public services are provided (Creighton 1970).
This chapter’s infrastructure analysis involves
development’s demand for local roads. It draws
heavily on procedures used in existing versus alter-
native development evaluations in the Impact Assess-
ment of the New Jersey State Development and Re-
development Plan (Burchell et al. 1992b, Burchell et
al. 2000) and similar studies on the Delaware Estu-
ary (Burchell et al. 1994); Lexington, Kentucky
(Burchell et al. 1995); Michigan (Burchell 1997a);
South Carolina (Burchell 1997b); and Florida
(Burchell et al. 1999).

The demand for additional lane-mile capacity of lo-
cal roads is related to the distribution and density of
population across space (Stopher and Meyberg 1975).
The Rutgers Road Model, developed by Richard Brail
and George Lowenstein of Rutgers University, relates
population density to road density based upon his-
torical incidence in subcounty areas. Through regres-
sion analysis, an ideal relationship between road-mile
density and population density is generated for dif-
ferent types of areas within counties. These are either
the developed or undeveloped portions of counties.
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Using the projected population density in 2025
through the derived relationship, an ideal level of lane-
miles is established for each area of the county. The
model predicts the need for new road construction
by comparing the ideal level of required lane-miles
with the existing lane-miles found in a county. If ad-
ditional lane-miles are required to support growth,
they are added and charged; if not, new lane-miles
are neither added nor charged.

The strength of the model lies in two factors. First, it
uses data readily available for most counties (lane-
miles of local roads) and in every state (cost of road
construction). Second, the model shows a very strong
correlation between the dependent and independent
variables. Given this, the explained variance is high.
A variable cost factor is then applied to project fu-
ture road costs. The model does not project the costs
associated with land acquisition, bridges, or the re-
pair or upkeep of roads.

The Rutgers Road Model is a power function that
takes the following form:

RoadDens = Constant * PopDensExponent

“RoadDens” is the mileage of roads per square mile;
“PopDens” is the number of people per square mile.

Both growth scenarios involve differing growth pat-
terns within all six types of counties (urban center,
urban, suburban, rural center, rural, and undeveloped).
The uncontrolled-growth scenario follows present or
more-sprawled growth patterns, while the controlled-
growth scenario constrains intercounty and
intracounty growth to the most developed counties
and the most developed areas within counties. As
growth occurs within each scenario, counties cross
the threshold densities within the originally defined
area types. Different thresholds are breached, depend-
ing upon the scenario. The model, therefore, has to
perform well in different subcounty areas in addition
to being an accurate predictor of countywide road
demand. The road model is calibrated differently for
the developed and undeveloped areas of counties,
creating a simple yet accurate predictor of the need
for local roads. The model takes a bird’s-eye view of
development in a county and an ideal level of local
roads supporting that development. It assumes that
future development will be served by a similar pat-
tern of local roads and projects local road require-
ments accordingly. This projection does not involve
a transportation model utilizing the four-step trans-

portation modeling process. Instead, ideal relation-
ships between population and road density at the
subcounty level are determined and compared with
what is already there.

Road-Demand Model

Population and road data from states (road data is
not available from Alaska) are used to calibrate the
model functions predicting road density of the devel-
oped and undeveloped areas of a county. The road
data employed provides centerline miles of roads but
not the number of lanes associated with them. The
model is calibrated with centerline road densities, with
miles added as projections are made.

The data for road density comes from the Highway
Performance Monitoring System (HPMS) (U.S. De-
partment of Transportation 1992). The HPMS is the
most recent in a series of road inventories; it reflects
information supplied by state highway departments.
The HPMS provides a comprehensive picture of the
road infrastructure in the United States. It is a data-
base incorporating centerline road mileage for vari-
ous designations of roadways (e.g., interstates, ex-
pressways, arterials, collectors, and local roads). Only
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collectors and local roads are used in this model, since
national (e.g., interstates) and state highways are
through-roads linking population centers and are usu-
ally unaffected by local development patterns.
Whether in-between locations are more compact or
population growth is more dispersed does not sig-
nificantly affect the scale or direction of these in-state,
region-linking roads. Collectors and local roads are
summed for the developed and undeveloped areas
in each county and divided by their respective land
areas.

The 1990 U.S. Census population count is adequate
for obtaining the required population densities be-
cause its data correlates timewise with the 1992 de-
termination of road densities. The Census provides
the percentage of county population considered ur-
ban (synonymous with the study’s developed-area
population). Using this percentage, the population for
the developed and undeveloped areas in each county
is calculated and divided by its respective land area.
Land areas for developed and undeveloped areas of
counties have been determined from Ranally infor-
mation also available for this period (1992). If the
urban percentage is zero or the developed area por-
tion is zero (due to insignificant or very small land
areas involved), no data point is included.

The road and population densities for the developed
and undeveloped areas of each county type are curve-
fitted to the power function of the Rutgers Road Model
and model parameters determined. The resulting pa-
rameters are presented below and in Table 8.1.

In the developed areas of counties:

RoadDens = 0.1510 * PopDens0.4314

In the undeveloped areas of counties:

RoadDens = 0.3448 * PopDens0.3924

R-squared is an indicator of the variance explained
and conveys the usefulness of the independent vari-
able in explaining variation in the data of the depen-
dent variable.

For both equations, the amount of variance explained
(R-squared) is equal to or greater than 50 percent,
indicating adequate explanatory power. Both equa-
tions are highly significant. The data and the curve-
fitted model for the developed and undeveloped ar-
eas of the nation’s counties are shown in Figures 8.1
and 8.2, respectively. Note that the horizontal scale
in Figure 8.1 is ten times that of Figure 8.2. Both
curves have similar shapes and low population den-
sity groupings, and would look even more similar if
the horizontal scales were identical.

Future Road Demand

Future population densities are calculated from the
projections of 2025 population growth in the devel-
oped and undeveloped areas of each county under
uncontrolled- and controlled-growth development

Developed
Areas

Undeveloped
Areas

Constant 0.1510 0.3448

Exponent 0.4314 0.3924

R-Squared 0.532 0.608

F-Statistic 733.66 4,579.71

Degrees of Freedom 646 2951

Significance Level 0.00000 0.00000

Source: Center for Urban Policy Research, Rutgers University.
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Figure 8.1
Road Density as a Function of Population Density in Developed Areas of All Counties

Figure 8.2
Road Density as a Function of Population Density in Undeveloped Areas of All Counties

Source: Center for Urban Policy Research, Rutgers University.

Source: Center for Urban Policy Research, Rutgers University.
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scenarios. In the developed areas, this occurs by add-
ing the new population and dividing by a slightly
larger development area. Increased development den-
sity in undeveloped areas under the controlled-growth
scenario is incorporated into the model by treating
the clustered developments in the undeveloped areas
(which occur only in this scenario) as developed ar-
eas and by adjusting the developed areas’ population
densities to reflect the increase in density obtained.
Consequently, in the areas that are undeveloped, two
population densities are calculated: one for clustered
residential developments and the other for the remain-
ing nonclustered development.

Substituting these densities into the Rutgers Road
Model yields the 2025 demand for roadway mileage
for the areas in the two development scenarios. For
those areas that are deficient in roadway mileage in
2025, the model calculates the need for additional
lane-miles of roadway. Since the database year is
1992, the mileage attributable to the 2000 to 2025
time increment is determined by linear interpolation.
Approximately 75 percent of overall demand is as-
signed as the demand for the 25-year study period
(25 of 33 years). For those areas that are deficient in
roadway mileage in 2000, the model calculates a por-
tion of that need for additional roadway mileage and

attributes it to 2000 to 2025 demand, even if no addi-
tional population is projected. Similarly, areas that
have excess roadway capacity that can support the
projected demand will show no requirement for ad-
ditional roadway mileage in 2025. Since the input used
in the road-demand function is total length of roads,
not the number of lanes, an average roadway width
of two lanes is assumed for all local roads added (mu-
nicipal and county). This converts miles to lane-miles.

Future Road Costs

Development standards for roads (lane widths, cen-
ter dividers, sidewalks, etc.) affect the costs of road-
way construction. These standards are typically dif-
ferent for rural roads, where a two-lane highway with
five-foot-wide shoulders may be sufficient, than for
urban roads, where the standards may include curbs,
gutters, and a 12-foot auxiliary lane. Both national
and state sources provide per-mile construction costs
for urban and rural development environments.

The individual costs of new road infrastructure are
calculated from average state road construction costs
that have been assembled from a number of state de-
partments of transportation nationwide (Arizona,
California, Florida, Illinois, New Jersey, and Texas).
The costs are for both rural and urban collector and
local roads. The per-mile costs are those associated
with roadway construction, not the costs associated
with land acquisition or those related to associated
structures (e.g., bridges).

New roads can have either asphalt- or concrete-fin-
ished surfaces. This mix varies with location, but for
consistency, the study uses concrete roadway con-
struction costs. Most new roads, especially in the
Southeast, Southwest, and Western regions of the
United States, are concrete. Asphalt-surfaced roads
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typically cost from 20 percent to 25 percent less than
concrete. Since new lanes can be added by widening
existing roadways, it should be noted that the cost of
widening roadways is only 10 percent to 20 percent
less per lane-mile than new construction, since land
acquisition costs are not included. To be conserva-
tive with urban/suburban versus rural/undeveloped
differences, the study assumes new roadway construc-
tion costs in all cases.

Rural road costs are assumed in the developed areas
of undeveloped, rural, and rural center counties; ur-
ban road costs are assumed in the developed areas of
urban and urban center counties. To estimate devel-
oped-area costs for suburban counties, a cost mid-
way between urban and rural is used. Two-thirds of
this latter cost is used for undeveloped areas of sub-
urban counties. Lane-mile construction costs are
found in Table 8.2. The nominal costs for lane-mile
construction in Table 8.2 are adjusted by individual
county to account for the differences in labor costs
that exist in those counties. This is done using the
variation in average household income by county.

RESULTS OF THE ASSESSMENT:
THE UNITED STATES AND ITS
REGIONS

Uncontrolled Growth

To accommodate growth during the period 2000 to
2025 of 23.5 million new households containing
60.7 million persons and a corresponding growth of
49.4 million new jobs, more than 2 million additional
collector and local road lane-miles will be required
(Table 8.3). These additional lane-miles could be in
the form of new roads or supplemental lanes added
to existing roads. The requirement within developed

areas (174,000 lane-miles) is less than one-tenth that
in undeveloped areas (1.87 million lane-miles),
since the latter areas have no extensive road infra-
structure in place, yet receive the bulk of growth
under the uncontrolled-growth scenario.

Of the four census regions of the United States, the
South will require the largest number of new lane-
miles (43 percent of the nationwide total). By 2025,
almost 886,000 lane-miles of road will be required
in this region. The West, which has the second-larg-
est share of growth over the next 25 years, will re-
quire 586,000 lane-miles of road, 29 percent of the
nationwide total. The Northeast and the Midwest com-
bined will require the remainder (28 percent of the
nationwide total), approximately 286,000 lane-miles
of local roads each.

The cost to construct these required lane-miles in the
United States during the period 2000 to 2025 is
$927 billion (Table 8.4). These costs are solely at-
tributable to the construction of the new lane-miles
of roads, excluding both required structures and land
acquisition. In the South, almost $377 billion
(40.6 percent of the total) will be spent for new roads.
In the West, $283.5 billion (30.5 percent of the total)
will be spent for new roads. In the Northeast and Mid-
west, $136 billion and $131 billion, respectively, will
be spent. These figures represent 14.7 percent and
14.2 percent of total future local road expenditures.

Controlled Growth

Under the controlled-growth scenario, additional lane-
miles of local roads are reduced by 188,000 lane-
miles (Table 8.3). This corresponds to a decrease of
more than 9 percent nationwide. The West region
evidences the most savings, with 85,000 saved lane-
miles, or more than 45 percent of all lane-miles saved.
The South saves 79,000 lane-miles, 42 percent of all
lane-miles saved. The Midwest shows one-fifth of the
South savings—17,500 lane-miles, or 9 percent of all
lane-miles saved. The Northeast shows the least num-
ber of lane-miles saved—7,000 lane-miles, or 4 per-
cent of all lane-miles saved. The Northeast region
exhibits the lowest savings due both to less growth
and the existing higher road density found in this re-
gion; the West region exhibits the largest savings, due
to its significant growth and lower road-mile density
relative to population density.

The total cost for the added road infrastructure under
the controlled-growth scenario is just over $817 bil-

County
Development Type

Undeveloped
Areas

Developed
Areas

Undeveloped, Rural,
and Rural Center $ 500,000 $750,000

Suburban $ 670,000 $1,000,000

Urban and
Urban Center $ 840,000 $1,250,000

Source: Center for Urban Policy Research, Rutgers University.

Table 8.2
Roadway Construction Costs per Lane-

Mile
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lion, compared with the $927 billion spent under the
uncontrolled-growth scenario (Table 8.4). This is a
difference of $110 billion, a saving of almost 12 per-
cent. The savings in the West is by far the largest dol-
lar value—$56 billion, or 51 percent of the total. The
road lane-mile cost savings in the West equals the
total lane-mile cost savings in the rest of the country.
In the South, a $39 billion reduction in road infra-
structure costs amounts to more than 35 percent of
the national savings. The local road lane-mile infra-
structure saving in the Midwest and the Northeast is
projected to be about $8.6 billion and $6.2 billion,
respectively, representing 8 percent and 6 percent of
all road cost savings.

STATES

Uncontrolled Growth

The states that have the greatest amount of new road
demand under uncontrolled growth essentially paral-
lel the states that have the largest combined residen-
tial and nonresidential development over the 25-year
projection period. Table 8.5  lists the states in descend-
ing order of total lane-miles required. The top
20 states will need new road capacity amounting to
1.5 million lane-miles, or three-quarters of all future
required lane-miles. Forty percent of the nation’s
states (20) require three-quarters of the nation’s fu-

Uncontrolled Growth Controlled Growth Lane-Mile Savings

Region
Developed

Areas

Un-
developed

Areas

Total
Lane-Miles
Required

Developed
Areas

Un-
developed

Areas

Total
Lane-Miles
Required

Developed
Areas

Un-
developed

Areas

Total
Lane-Miles

Saved

Northeast 30,675 257,385 288,059 32,218 249,033 281,251 -1,543 8,352 6,809

Midwest 28,164 256,000 284,164 30,397 236,217 266,614 -2,232 19,782 17,550

South 53,467 832,477 885,944 45,405 761,550 806,955 8,062 70,927 78,989

West 62,122 523,890 586,011 29,910 471,145 501,055 32,212 52,744 84,957

United
States 174,428 1,869,751 2,044,179 137,929 1,717,945 1,855,874 36,499 151,805 188,305

Source: Center for Urban Policy Research, Rutgers University.

Note: Alaska is not included in the West region.

Uncontrolled Growth Controlled Growth Road Cost  Savings

Region
Developed

Areas

Un-
developed

Areas
Total Lane-
Mile Costs

Developed
Areas

Un-
developed

Areas
Total Lane-
Mile Costs

Developed
Areas

Un-
developed

Areas

Total Road
Cost

Savings

Northeast 27.35 108.41 135.77 25.01 104.57 129.57 2.35 3.85 6.20

Midwest 24.11 106.65 130.76 23.58 98.57 122.15 0.53 8.08 8.61

South 44.62 332.37 376.99 33.84 304.23 338.07 10.78 28.14 38.92

West 59.56 223.93 283.49 25.44 202.08 227.52 34.12 21.85 55.98

United
States 155.65 771.36 927.01 107.86 709.45 817.31 47.78 61.91 109.70

Source: Center for Urban Policy Research, Rutgers University.

Note: Alaska is not included in the West region.

Table 8.3
Road Lane-Mile Savings—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025
(in Miles)

Table 8.4
Road Cost Savings—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025
(in Billions of Dollars)
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Uncontrolled Growth Controlled Growth Lane-Mile Savings

State
Developed

Areas

Un-
developed

Areas

Total
Lane-Miles
Required

Developed
Areas

Un-
developed

Areas

Total
Lane-Miles
Required

Developed
Areas

Un-
developed

Areas

Total
Lane-Miles

Saved

California 32,799 190,066 222,865 11,220 176,787 188,007 21,579 13,280 34,858
Texas 9,756 143,749 153,505 5,948 127,133 133,081 3,807 16,617 20,424
Pennsylvania 17,020 123,798 140,817 18,545 121,506 140,051 -1,526 2,292 766
Florida 10,773 96,313 107,086 5,960 88,310 94,270 4,813 8,003 12,815
North Carolina 5,053 96,858 101,910 5,710 92,073 97,783 -657 4,785 4,128
Arizona 6,122 76,798 82,920 2,838 71,146 73,984 3,284 5,652 8,936
Georgia 2,542 79,467 82,008 2,356 70,499 72,855 186 8,968 9,153
New York 6,120 56,867 62,987 4,776 55,011 59,787 1,344 1,856 3,201
Virginia 5,934 57,036 62,971 5,272 52,973 58,245 663 4,064 4,726
Ohio 5,125 56,551 61,677 5,873 53,974 59,847 -748 2,577 1,829

Washington 7,153 52,202 59,354 5,432 46,877 52,309 1,720 5,325 7,045
Tennessee 2,776 53,526 56,301 2,889 47,113 50,002 -113 6,413 6,300
Louisiana 2,220 50,301 52,521 2,059 48,711 50,770 161 1,591 1,751
Kentucky 556 45,836 46,392 716 43,583 44,299 -160 2,254 2,093
Michigan 5,130 39,548 44,679 6,110 36,462 42,572 -980 3,086 2,106
Colorado 3,608 40,188 43,795 2,415 33,372 35,788 1,193 6,815 8,008
South Carolina 3,618 39,442 43,060 4,548 36,388 40,937 -930 3,054 2,123
Indiana 3,482 36,977 40,459 4,569 32,966 37,535 -1,087 4,011 2,924
Alabama 999 39,311 40,310 1,125 35,475 36,600 -126 3,836 3,710
New Mexico 1,157 38,225 39,382 831 34,104 34,935 326 4,121 4,447

Mississippi 831 32,020 32,851 1,204 30,354 31,558 -373 1,666 1,293
Missouri 3,067 29,657 32,725 3,272 26,834 30,106 -204 2,823 2,619
Oregon 3,095 26,865 29,960 2,820 22,094 24,914 275 4,771 5,046
Illinois 4,483 25,193 29,677 3,896 23,982 27,878 588 1,211 1,799
Arkansas 497 28,939 29,436 854 25,949 26,803 -357 2,989 2,633
Wisconsin 2,869 25,461 28,330 3,405 23,406 26,812 -537 2,055 1,518
Maryland 5,040 22,797 27,838 3,013 19,440 22,453 2,028 3,358 5,385
Maine 762 26,796 27,559 1,419 25,970 27,389 -657 827 170
West Virginia 1,198 24,502 25,701 1,981 23,290 25,270 -782 1,213 430
Hawaii 2,607 22,158 24,765 2,161 17,663 19,824 446 4,495 4,941

Utah 2,195 21,745 23,940 849 18,741 19,590 1,347 3,004 4,350
Minnesota 2,153 20,319 22,471 1,661 17,711 19,372 492 2,608 3,100
Oklahoma 985 17,891 18,876 1,226 16,011 17,237 -241 1,880 1,639
Idaho 787 17,665 18,452 515 16,133 16,648 272 1,532 1,804
New Hampshire 1,078 16,454 17,532 1,502 14,913 16,415 -424 1,542 1,117
Montana 97 17,217 17,314 170 15,817 15,987 -73 1,400 1,327
New Jersey 4,268 10,509 14,777 3,044 9,902 12,946 1,224 607 1,832
Nevada 2,503 11,109 13,612 658 9,667 10,325 1,845 1,442 3,286
Wyoming 0 9,653 9,653 0 8,745 8,745 0 907 907
Iowa 732 8,788 9,520 782 8,391 9,174 -50 397 347

Vermont 202 8,921 9,124 359 8,465 8,824 -157 456 299
Massachusetts 794 7,852 8,646 1,361 7,588 8,949 -567 264 -303
Kansas 219 7,676 7,895 228 7,315 7,543 -10 362 352
Connecticut 430 4,976 5,407 1,211 4,848 6,059 -780 128 -652
Delaware 690 4,489 5,179 544 4,249 4,793 146 239 386
Nebraska 402 3,393 3,795 179 3,138 3,317 222 255 478
South Dakota 113 2,082 2,195 59 1,744 1,803 54 338 392
Rhode Island 0 1,210 1,210 0 831 831 0 379 379
North Dakota 389 352 741 362 294 656 27 59 86

Top 20 States 131,941 1,413,059 1,545,000 99,194 1,304,462 1,403,655 32,748 108,597 141,345

United States 174,428 1,869,751 2,044,179 137,929 1,717,945 1,855,874 36,499 151,805 188,305

Source: Center for Urban Policy Research, Rutgers University.

Note: Alaska is not included.

Table 8.5
Road Lane-Mile Savings—Uncontrolled- and Controlled-Growth Scenarios

by State: 2000 to 2025
(in Miles)
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ture lane-miles of local roads for the period 2000 to
2025. The fastest-growing state (California) requires
more than 223,000 local lane-miles, more than one-
tenth of the future new local road requirements na-
tionwide. The next four states requiring significant
new road mileage (Texas, Pennsylvania, Florida, and
North Carolina) each require 100,000 to 155,000 fu-
ture local lane-miles.

The top 20 states will pay almost $700 billion for
their new road infrastructure (Table 8.6). This again
represents 75 percent of the nation’s cost for addi-
tional lane-miles during the period 2000 to 2025. Cali-
fornia, with the largest number of additional lane-
miles, will pay almost twice what will be paid by the
next two states requiring extensive new road mileage
(Texas and Pennsylvania). The cost for California  is
$116 billion; the costs for Texas and Pennsylvania
are $67.8 billion and $63.8 billion, respectively.

Controlled Growth

For the top 20 states, representing three-quarters of
the future national local road demand, required fu-
ture lane-miles are reduced from 1.55 million to
1.40 million, a saving of 141,300 lane-miles
(Table 8.5). Of the top two states, California enjoys a
saving of 35,000 lane-miles, while Texas saves
20,500 lane-miles. California and Texas save
16 percent and 13 percent, respectively, of their un-
controlled-growth requirements. The other states of
note are Texas and Florida, which exhibit savings of
20,000 and 13,000 lane-miles, respectively. All of the
states have at least some savings under the controlled-
growth scenario, except for Massachusetts and Con-
necticut, which exhibit small lane-mile increases of
300 and 650 miles, respectively. This increase occurs
because these two states are part of EAs that cross
state boundaries, and they contain the receiving coun-
ties under the controlled-growth scenario. Thus, they
require more urban lane-miles.

The top 20 states, again representing 75 percent of
the new local road costs, reduce their costs from
$696 billion to $611 billion, a saving of $85 billion,
or 12 percent (Table 8.6). Of the 20 states, Califor-
nia has the largest savings, $29 billion. The next larg-
est savings are in Texas, with almost $10.4 billion
saved, and Florida, with approximately $7.7 billion
saved.

EAs

Uncontrolled Growth

New lane-mile-demand requirements in the EAs
throughout the United States follow the pattern pre-
sented for the United States as a whole, its regions,
and its states. Most of the new lane-mile demand and
resulting infrastructure growth are taking place in the
southern and western EAs. Road infrastructure re-
quirements are directly related to the household and
employment growth of these EAs. Of the top 30 EAs
in local road demand, 11 are in the West, nine are in
the South, five are in the Midwest, and four are in the
Northeast. These top 30 EAs must construct 1.04 mil-
lion additional lane-miles of local roads in the fu-
ture (Table 8.7). This additional local road con-
struction in 17 percent of the EAs represents
50 percent of the future local road construction
nationwide for the period.

The West is represented twice in the top four EAs in
future required local road lane-miles. The Los Ange-
les-Riverside-Orange, CA EA has the highest future
local road demand with 87,000 required lane-miles;
the San Francisco-Oakland-San Jose, CA EA is third
with a future requirement of 58,000 lane-miles. Sur-
prisingly, second in terms of road-mile demand is the
Northeast, New York-Northern New Jersey-Long Is-
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Uncontrolled Growth Controlled Growth Road Cost  Savings

State

Developed
Areas
($B)

Un-
developed

Areas
($B)

Total
Lane-Mile
Costs  ($B)

Developed
Areas
($B)

Un-
developed

Areas
($B)

Total
Lane-Mile
Costs  ($B)

Developed
Areas
($B)

Un-
developed

Areas
($B)

Total Road
Cost

Savings
($B)

California 33.71 82.46 116.17 9.86 77.01 86.88 23.85 5.45 29.30
Texas 8.87 58.93 67.80 5.08 52.37 57.45 3.78 6.56 10.35
Pennsylvania 13.90 49.86 63.77 14.25 48.94 63.19 -0.34 0.92 0.58
Florida 8.70 42.59 51.29 4.32 39.26 43.57 4.39 3.33 7.71
North Carolina 4.17 37.18 41.36 4.15 35.32 39.47 0.02 1.86 1.88
Arizona 4.38 29.62 34.00 1.74 27.51 29.25 2.64 2.12 4.75
Georgia 2.32 31.72 34.04 1.90 28.08 29.99 0.42 3.64 4.06
New York 6.33 24.32 30.65 3.34 23.53 26.87 2.99 0.79 3.78
Virginia 5.45 22.38 27.83 4.12 20.65 24.77 1.33 1.73 3.06
Ohio 3.77 22.79 26.56 3.82 21.75 25.57 -0.05 1.03 0.98

Washington 6.47 23.60 30.07 4.42 21.31 25.73 2.05 2.29 4.34
Tennessee 2.39 20.37 22.75 2.19 17.96 20.15 0.20 2.40 2.60
Louisiana 1.62 19.69 21.31 1.38 19.10 20.48 0.24 0.59 0.83
Kentucky 0.35 16.92 17.27 0.41 16.11 16.52 -0.06 0.82 0.75
Michigan 4.74 16.75 21.49 4.86 15.50 20.36 -0.13 1.26 1.13
Colorado 2.90 18.10 21.00 1.83 15.02 16.86 1.07 3.08 4.15
South Carolina 2.49 15.78 18.27 3.07 14.51 17.58 -0.58 1.27 0.69
Indiana 2.66 14.80 17.45 3.33 13.26 16.59 -0.68 1.54 0.86
Alabama 0.66 14.96 15.62 0.78 13.57 14.35 -0.12 1.39 1.27
New Mexico 1.08 15.83 16.91 0.75 14.13 14.88 0.32 1.71 2.03

Mississippi 0.61 12.27 12.88 0.87 11.62 12.48 -0.26 0.65 0.40
Missouri 2.49 11.62 14.11 2.59 10.55 13.14 -0.10 1.08 0.98
Oregon 2.58 10.63 13.21 2.19 8.76 10.95 0.39 1.87 2.25
Illinois 4.38 10.58 14.96 3.26 10.05 13.31 1.12 0.53 1.65
Arkansas 0.35 11.60 11.95 0.59 10.46 11.05 -0.24 1.14 0.90
Wisconsin 2.48 11.71 14.19 2.94 10.78 13.72 -0.46 0.93 0.47
Maryland 4.66 10.03 14.68 2.43 8.55 10.98 2.22 1.48 3.70
Maine 0.61 10.36 10.97 1.09 10.02 11.11 -0.48 0.33 -0.15
West Virginia 0.85 9.76 10.62 1.43 9.24 10.67 -0.57 0.52 -0.05
Hawaii 3.39 9.17 12.56 2.81 7.30 10.11 0.58 1.87 2.45

Utah 2.00 9.23 11.23 0.69 7.98 8.67 1.30 1.25 2.55
Minnesota 2.02 8.77 10.79 1.50 7.70 9.19 0.52 1.07 1.59
Oklahoma 0.66 6.39 7.05 0.80 5.73 6.53 -0.14 0.66 0.52
Idaho 0.74 8.02 8.76 0.42 7.37 7.79 0.32 0.65 0.98
New Hampshire 0.93 8.19 9.11 1.32 7.25 8.56 -0.39 0.94 0.55
Montana 0.05 6.43 6.49 0.10 5.91 6.00 -0.04 0.52 0.48
New Jersey 4.45 5.77 10.22 2.81 5.45 8.26 1.64 0.33 1.97
Nevada 2.26 6.89 9.15 0.62 6.20 6.81 1.65 0.69 2.34
Wyoming 0.00 3.94 3.94 0.00 3.58 3.58 0.00 0.36 0.36
Iowa 0.63 3.82 4.45 0.64 3.62 4.26 -0.01 0.19 0.18

Vermont 0.16 3.56 3.73 0.29 3.39 3.68 -0.13 0.18 0.05
Massachusetts 0.64 3.41 4.05 1.01 3.29 4.31 -0.37 0.11 -0.26
Kansas 0.16 3.13 3.29 0.17 2.97 3.15 -0.01 0.15 0.14
Connecticut 0.33 2.37 2.70 0.90 2.31 3.21 -0.57 0.06 -0.51
Delaware 0.47 1.79 2.27 0.31 1.71 2.01 0.17 0.09 0.26
Nebraska 0.39 1.70 2.10 0.16 1.58 1.73 0.24 0.13 0.36
South Dakota 0.10 0.84 0.95 0.05 0.71 0.76 0.05 0.14 0.19
Rhode Island 0.00 0.57 0.57 0.00 0.39 0.39 0.00 0.18 0.18
North Dakota 0.28 0.14 0.42 0.25 0.11 0.36 0.03 0.02 0.06

Top 20 States 116.94 578.67 695.61 75.63 534.89 610.52 41.31 43.78 85.09

United States 155.65 771.36 927.01 107.86 709.45 817.31 47.78 61.91 109.70

Source: Center for Urban Policy Research, Rutgers University.

Note: Alaska is not included.

Table 8.6
Road Cost Savings—

Uncontrolled- and Controlled-Growth Scenarios by State: 2000 to 2025
(in Billions of Dollars)
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Uncontrolled Growth Controlled Growth Lane-Mile Savings

EA
Developed

Areas

Un-
developed

Areas

Total
Lane-Miles
Required

Developed
Areas

Un-
developed

Areas

Total
Lane-Miles
Required

Developed
Areas

Un-
developed

Areas

Total
Lane-Miles

Saved

Los Angeles-Riv.-
Orange, CA-AZ 13,718 73,638 87,355 2,407 66,574 68,981 11,311 7,063 18,375
New York-North
NJ-L. Isl., NY-NJ-
CT-PA-MA-VT 10,126 53,108 63,234 8,089 51,318 59,407 2,037 1,790 3,827
San Francisco-
Oak.-San Jose, CA 10,000 48,087 58,087 3,939 44,546 48,485 6,060 3,542 9,602
Washington-
Baltimore, DC-
MD-VA-WV-PA 6,941 47,061 54,003 4,190 40,619 44,808 2,752 6,443 9,194
Atlanta, GA-AL-NC 1,661 48,301 49,962 1,085 41,589 42,674 576 6,712 7,288
Seattle-Tacoma-
Bremerton, WA 6,263 36,651 42,914 4,771 32,620 37,391 1,492 4,031 5,523
Houston-Galves.-
Brazoria, TX 687 41,453 42,140 467 36,133 36,600 220 5,320 5,540
Denver-Boulder-
Gree., CO-KS-NE 3,556 34,443 37,999 2,300 28,112 30,412 1,256 6,331 7,587
Dallas-Fort Worth,
TX-AR-OK 2,786 34,078 36,863 2,033 30,045 32,078 753 4,033 4,786
Philadelphia-Wil.-
Atlantic City, PA-
NJ-DE-MD 10,103 25,784 35,886 8,937 24,715 33,652 1,166 1,068 2,235
Orlando, FL 3,778 31,737 35,515 2,462 30,120 32,583 1,316 1,617 2,933
Nashville, TN-KY 822 34,053 34,875 986 29,583 30,570 -165 4,470 4,305
Lexington, KY-
TN-VA-WV 112 34,589 34,701 119 33,518 33,637 -7 1,071 1,064
Fresno, CA 909 31,287 32,195 897 29,870 30,767 12 1,416 1,428
Phoenix-Mesa,
AZ-NM 3,282 26,071 29,354 408 24,429 24,837 2,874 1,643 4,517
Sacramento-Yolo, CA 1,681 26,141 27,822 907 24,493 25,400 774 1,648 2,421
Jacksonville, FL-GA 1,024 26,544 27,568 1,023 22,981 24,004 1 3,563 3,564
Flagstaff, AZ-UT 0 27,475 27,475 0 25,808 25,808 0 1,667 1,667
San Antonio, TX 1,542 25,766 27,308 105 22,347 22,452 1,437 3,419 4,856
Portland-Salem,
OR-WA 3,301 23,813 27,114 2,631 19,304 21,935 670 4,509 5,179
Pittsburgh, PA-WV 2,735 24,223 26,958 3,573 24,125 27,697 -838 99 -739
Boston-Wor.-Law.-
Lowell-Brocktn,
MA-NH-RI-VT 1,848 23,129 24,978 2,603 20,902 23,504 -754 2,228 1,473
Honolulu, HI 2,607 22,158 24,765 2,161 17,663 19,824 446 4,495 4,941
St. Louis, MO-IL 1,913 21,253 23,166 2,005 19,601 21,607 -92 1,651 1,559
Las Vegas, NV-
AZ-UT 2,051 20,216 22,267 336 18,262 18,598 1,714 1,954 3,668
Raleigh-Durham-
Chapel Hill, NC 2,274 19,714 21,988 2,373 18,544 20,917 -99 1,170 1,071
Columbus, OH 1,369 20,433 21,802 1,139 19,140 20,280 230 1,293 1,522
Cleveland-Akron,
OH-PA 1,130 20,588 21,718 1,769 19,914 21,683 -640 674 34
Indianapolis, IN-IL 2,607 18,157 20,764 3,418 15,911 19,329 -811 2,247 1,436
Chicago-Gary-
Keno., IL-IN-WI 4,511 16,161 20,672 3,591 15,405 18,996 920 757 1,676
Top 30 EAs 105,334 936,112 1,041,446 70,726 848,189 918,915 34,608 87,923 122,531
United States 174,428 1,869,751 2,044,179 137,929 1,717,945 1,855,874 36,499 151,805 188,305

Source: Center for Urban Policy Research, Rutgers University.

Table 8.7
Road Lane-Mile Savings—

Uncontrolled- and Controlled-Growth Scenarios by EA: 2000 to 2025
(Top 30 EAs—in Miles)
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Uncontrolled Growth Controlled Growth Road Cost  Savings

EA
Developed

Areas

Un-
developed

Areas

Total
Lane-Mile

Costs
Developed

Areas

Un-
developed

Areas

Total
Lane-Mile

Costs
Developed

Areas

Un-
developed

Areas

Total
Road Cost

Savings

Los Angeles-Riv.-
Orange, CA-AZ 14.79 31.91 46.70 1.82 28.99 30.81 12.97 2.93 15.89
New York-North
NJ-L. Isl., NY-NJ-
CT-PA-MA-VT 10.35 24.15 34.50 6.32 23.36 29.68 4.03 0.79 4.82
San Francisco-
Oak.-San Jose, CA 10.59 21.60 32.19 3.74 20.20 23.94 6.85 1.40 8.25
Washington-
Baltimore, DC-
MD-VA-WV-PA 6.87 20.36 27.23 3.73 17.53 21.26 3.14 2.83 5.97
Atlanta, GA-AL-NC 1.77 19.82 21.59 1.06 17.00 18.06 0.71 2.82 3.52
Seattle-Tacoma-
Bremerton, WA 5.75 17.12 22.87 3.89 15.39 19.28 1.86 1.73 3.59
Houston-Galves.-
Brazoria, TX 0.58 18.51 19.08 0.34 16.26 16.60 0.23 2.25 2.48
Denver-Boulder-
Gree., CO-KS-NE 2.87 15.94 18.80 1.76 13.04 14.80 1.10 2.90 4.00
Dallas-Fort Worth,
TX-AR-OK 2.99 14.33 17.32 2.10 12.67 14.77 0.89 1.66 2.55
Philadelphia-Wil.-
Atlantic City, PA-
NJ-DE-MD 9.71 12.06 21.77 8.30 11.55 19.85 1.41 0.51 1.92
Orlando, FL 2.96 12.87 15.84 1.70 12.21 13.91 1.26 0.66 1.92
Nashville, TN-KY 0.52 13.32 13.84 0.67 11.60 12.28 -0.15 1.71 1.57
Lexington, KY-
TN-VA-WV 0.09 12.22 12.31 0.07 11.86 11.93 0.03 0.36 0.38
Fresno, CA 0.56 12.34 12.90 0.54 11.78 12.33 0.02 0.55 0.57
Phoenix-Mesa,
AZ-NM 2.73 11.00 13.73 0.34 10.31 10.65 2.39 0.69 3.09
Sacramento-Yolo, CA 1.30 11.31 12.61 0.62 10.61 11.23 0.68 0.70 1.38
Jacksonville, FL-GA 0.71 10.55 11.26 0.71 9.14 9.86 -0.01 1.41 1.40
Flagstaff, AZ-UT 0.00 9.98 9.98 0.00 9.42 9.42 0.00 0.56 0.56
San Antonio, TX 1.48 9.83 11.32 0.06 8.53 8.59 1.43 1.30 2.73
Portland-Salem,
OR-WA 2.89 9.82 12.71 2.21 7.99 10.21 0.68 1.82 2.50
Pittsburgh, PA-WV 1.70 9.62 11.32 2.21 9.58 11.80 -0.51 0.04 -0.47
Boston-Wor.-Law.-
Lowell-Brocktn,
MA-NH-RI-VT 1.56 11.06 12.62 2.17 9.81 11.98 -0.61 1.25 0.64
Honolulu, HI 3.39 9.17 12.56 2.81 7.30 10.11 0.58 1.87 2.45
St. Louis, MO-IL 1.61 8.25 9.86 1.65 7.63 9.28 -0.04 0.62 0.58
Las Vegas, NV-
AZ-UT 1.82 8.38 10.20 0.30 7.53 7.83 1.52 0.85 2.37
Raleigh-Durham-
Chapel Hill, NC 2.01 8.18 10.19 2.01 7.67 9.68 0.01 0.50 0.51
Columbus, OH 1.17 7.76 8.94 0.73 7.28 8.00 0.45 0.49 0.93
Cleveland-Akron,
OH-PA 0.75 8.48 9.22 1.14 8.17 9.32 -0.39 0.30 -0.09
Indianapolis, IN-IL 1.99 6.91 8.90 2.49 6.07 8.55 -0.50 0.85 0.35
Chicago-Gary-
Keno., IL-IN-WI 4.52 7.57 12.09 3.20 7.22 10.42 1.32 0.35 1.67
Top 30 EAs 100.03 394.41 494.44 58.69 357.71 416.40 41.34 36.70 78.04
United States 155.65 771.36 927.01 107.86 709.45 817.31 47.78 61.91 109.70

Source: Center for Urban Policy Research, Rutgers University.

Table 8.8
Road Cost Savings—

Uncontrolled- and Controlled-Growth Scenarios by EA: 2000 to 2025
(Top 30 EAs—in Billions of Dollars)
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land, NY-NJ-CT-PA-MA-VT EA. This EA has a fu-
ture requirement of 63,000 additional local road lane-
miles. The fourth EA in local road lane-mile demand
is from the South, but in the northernmost portion of
the South. The Washington-Baltimore, DC-MD-VA-
WV-PA EA has a requirement of 54,000 additional
lane-miles for the period 2000 to 2025. One other
EA requires about 50,000 new lane miles for the pro-
jection period; the Atlanta, GA-AL-NC EA. All the
remaining EAs in the top 30 have future local road
requirements of significantly less than 50,000 lane-
miles. Requirements range from 20,000 new lane-
miles in the Chicago-Gary-Kenosha, IL-IN-WI EA
to 43,000 new lane-miles in the Seattle-Tacoma-
Bremerton, WA EA.

The cost of future road construction is a direct out-
growth of the demand for future lane-miles. The top
30 EAs will incur costs of $494 billion for additional
required local road capacity during the period 2000
to 2025 (Table 8.8). This represents one-half of the
nation’s total costs for new local road lane-miles for
the projection period. The first six EAs of the 30 listed
have projected road costs that range from $47 mil-
lion to $22 million and collectively represent 20 per-
cent of total local road costs nationwide. As expected,
the Los Angeles-Riverside-Orange, CA EA evidences

the highest future road costs, with spending projected
at $46.7 billion. The second two EAs (the New York-
Northern New Jersey-Long Island, NY-NJ-CT-PA-
MA-VT EA and the San Francisco-Oakland-San Jose,
CA EA) are in the $30 billion range in terms of fu-
ture local road construction costs. For the New York-
Northern New Jersey-Long Island, NY-NJ-CT-PA-
MA-VT EA and the San Francisco-Oakland-San Jose,
CA EA, costs are $34.5 billion and $32.2 billion, re-
spectively. The remaining three EAs (the Washing-
ton-Baltimore, DC-MD-VA-WV-PA EA, the Atlanta,
GA-AL-NC EA, and the Seattle-Tacoma-Bremerton,
WA EA) range in costs from $21.6 billion to
$27.2 billion.

Controlled Growth

In the top 30 EAs, representing one-half of the future
national local road demand, lane-miles are reduced from
1.04 million to 919,000, a saving of 123,000 lane-miles
(Table 8.7). Of the top three EAs in lane-mile savings,
the Los Angeles-Riverside-Orange, CA, Washington-
Baltimore, DC-MD-VA-WV-PA EA, and the San
Francisco-Oakland-San Jose, CA EA save a total of
37,000 lane-miles. The Los Angeles-Riverside-Or-
ange, CA EA savings of 18,000 lane-miles is equal
to the next two EAs in savings; these amount to ap-
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Uncontrolled Growth Controlled Growth Lane-Mile Savings

County
Developed

Areas

Un-
developed

Areas

Total
Lane-Miles
Required

Developed
Areas

Un-
developed

Areas

Total
Lane-Miles
Required

Developed
Areas

Un-
developed

Areas

Total
Lane-Miles

Saved

Riverside, CA 1,304 21,869 23,173 0 18,481 18,481 1,304 3,388 4,692
Kern, CA 0 15,031 15,031 0 13,355 13,355 0 1,676 1,676
Yavapai, AZ 0 13,960 13,960 0 12,999 12,999 0 961 961
San Bernardino, CA 451 13,289 13,739 0 12,807 12,807 451 482 933
Maricopa, AZ 3,282 8,498 11,780 408 7,970 8,378 2,874 528 3,402
San Diego, CA 6,749 4,182 10,931 3,359 4,182 7,541 3,391 0 3,391
Hawaii, HI 0 10,696 10,696 0 8,734 8,734 0 1,962 1,962
Tulare, CA 178 10,001 10,179 484 9,658 10,142 -306 343 38
Montgomery, TX 0 9,873 9,873 0 8,453 8,453 0 1,420 1,420
Fresno, CA 731 8,915 9,645 413 8,575 8,988 318 340 657

Los Angeles, CA 6,488 1,750 8,238 0 1,750 1,750 6,488 0 6,488
Maui+Kalawao, HI 0 8,188 8,188 0 5,819 5,819 0 2,370 2,370
Washington, UT 0 7,959 7,959 0 7,267 7,267 0 692 692
Lake, FL 0 7,889 7,889 0 7,415 7,415 0 474 474
Sonoma, CA 707 7,010 7,718 545 6,022 6,566 163 989 1,151
Cochise, AZ 0 7,566 7,566 0 7,279 7,279 0 288 288
San Luis Obispo, CA 0 7,331 7,331 0 7,065 7,065 0 266 266
Valencia+Cibola, NM 0 7,012 7,012 0 5,350 5,350 0 1,662 1,662
Coconino, AZ 0 6,897 6,897 0 7,220 7,220 0 -323 -323
Mohave, AZ 0 6,865 6,865 0 6,352 6,352 0 512 512

El Dorado, CA 0 6,724 6,724 0 6,373 6,373 0 351 351
Pima, AZ 2,479 4,220 6,700 1,996 3,842 5,838 483 379 862
Lancaster, PA 785 5,893 6,678 847 5,564 6,411 -62 329 267
Navajo, AZ 0 6,618 6,618 0 5,589 5,589 0 1,029 1,029
Madera, CA 0 6,594 6,594 0 6,122 6,122 0 471 471
Pinal, AZ 0 6,592 6,592 0 6,137 6,137 0 456 456
Snohomish, WA 1,934 4,432 6,367 1,928 4,178 6,106 6 254 260
Imperial, CA 0 6,235 6,235 0 5,943 5,943 0 292 292
Baldwin, AL 0 6,189 6,189 0 5,668 5,668 0 522 522
Williamson, TX 521 5,594 6,115 367 4,361 4,728 155 1,232 1,387

Deschutes, Or 0 5,949 5,949 0 3,673 3,673 0 2,276 2,276
Polk, FL 0 5,865 5,865 0 5,700 5,700 0 165 165
Stanislaus, CA 310 5,472 5,782 20 4,690 4,711 290 782 1,072
Kings, CA 0 5,777 5,777 0 5,515 5,515 0 262 262
Brazoria, TX 0 5,774 5,774 103 4,662 4,764 -103 1,112 1,010
Placer, CA 559 5,096 5,655 620 4,773 5,393 -61 323 262
Clark, NV 2,051 3,456 5,506 336 2,934 3,270 1,714 522 2,236
Apache, AZ 0 5,434 5,434 0 5,029 5,029 0 406 406
Larimer, CO 589 4,795 5,384 503 4,205 4,708 86 590 676
Ventura, CA 1,893 3,346 5,238 1,385 3,293 4,678 507 53 560

Benton, AR 0 5,119 5,119 0 4,313 4,313 0 806 806
Humboldt, CA 0 5,119 5,119 0 4,992 4,992 0 127 127
Skagit, WA 0 5,090 5,090 0 4,367 4,367 0 723 723
Westmoreland, PA 1,082 3,893 4,975 1,354 3,886 5,240 -272 7 -265
Rutherford, TN 0 4,952 4,952 0 4,574 4,574 0 379 379
Pasco, FL 307 4,564 4,871 0 3,708 3,708 307 856 1,163
Collier, FL 342 4,434 4,776 420 4,162 4,582 -78 272 194
Palm Beach, FL 1,939 2,818 4,758 530 2,818 3,349 1,409 0 1,409
Chester, PA 1,782 2,939 4,720 1,689 2,810 4,499 92 129 221
Monterey, CA 891 3,795 4,686 743 3,795 4,538 148 0 148

Top 50 Counties 37,354 337,558 374,913 18,051 304,424 322,475 19,304 33,134 52,438

United States 174,428 1,869,751 2,044,179 137,929 1,717,945 1,855,874 36,499 151,805 188,305

Source: Center for Urban Policy Research, Rutgers University.

Table 8.9
Road Lane-Mile Savings—

Uncontrolled- and Controlled-Growth Scenarios by County: 2000 to 2025
(Top 50 Counties—in Miles)
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proximately 9,000 lane-miles each. One other EA of
note is the Atlanta, GA-AL-NC EA, which evidences
a local road savings of 7,300 lane-miles. All of the
remaining EAs in the top 30 of future local road de-
mand have at least nominal savings under the con-
trolled-growth scenario. The one exception is the
Pittsburgh, PA-WV EA, which experiences an in-
crease of 739 lane-miles.  This reflects
Pennsylvania’s prevailing road-mile density, which
is generally lower in both developed and undevel-
oped areas of counties compared with other north-
eastern states.

The top 30 EAs, again representing 50 percent of new
road cost, reduce their costs from $494 billion to
$416 billion, a saving of $78 billion (Table 8.8). Of
the top two EAs in road cost savings, the Los Ange-
les-Riverside-Orange, CA EA saves the most at
$15.9 billion. That EA is followed by the San Fran-
cisco-Oakland-San Jose, CA EA with a saving of $8.3
billion. Three other EAs are noteworthy. The Wash-
ington-Baltimore, DC-MD-VA-WV-PA EA, the New
York-Northern New Jersey-Long Island, NY-NJ-CT-
PA-MA-VT EA, and the Denver-Boulder-Greeley,CO
EA, all save more than $4 billion each. All of the re-
maining EAs in the top 30 in local road demand ex-
hibit some cost savings under the controlled-growth
scenario. The exceptions are the Pittsburgh, PA-WV
and Cleveland-Akron, OH EAs, which show increases
in costs under the controlled-growth scenario of
$474 million and $91 million, respectively. Again,
these areas contain less road density in developed
areas, meaning they require augmentation as growth
occurs there.

COUNTIES

Uncontrolled Growth

Table 8.9 presents the top 50 counties ranked by fu-
ture local road demand. These 50 counties (out of

3,091 counties nationwide) account for approximately
20 percent of all future road demand. Approximately
1.5 percent of all the counties nationwide account for
one-fifth of future required local road lane-miles. The
top eight counties each require in excess of
10,000 new local road lane-miles for the development
period 2000 to 2025. These eight counties are all in
the West region and are led by Riverside County, CA,
with a requirement of 23,000 new local road-lane
miles. Riverside County, CA, is also a prime con-
tributor to the top road-requirement EA (Los Ange-
les-Riverside-Orange, CA). The next seven counties
range in demand from a requirement of 15,000 (Kern
County, CA) to 10,000 (Tulare County, CA) addi-
tional lane-miles. Within this group are the counties
with the largest new demand for local roads in devel-
oped areas. These are San Diego County, CA, with a
requirement of more than 6,700 new lane-miles, and
Los Angeles County, CA, with a requirement of
6,500 additional lane-miles in the developed areas.

The cost of this new road infrastructure is presented
in Table 8.10 for the nation’s top 50 counties in road
demand. The cost for those counties, which amounts
to almost 20 percent of total national cost, is
$178.4 billion. Thus, 1.5 percent of the counties na-
tionwide will bear 20 percent of the future local road
construction costs. Riverside County, CA, with the
largest future local road demand, will pay more than
$10 billion over the period 2000 to 2025 on road con-
struction. Two other southern California counties (San
Diego and Los Angeles) will experience future road
costs in the mid–$9 billion range for the projection
period.

Controlled Growth

Under the controlled-growth scenario, the top 50
counties, representing about one-fifth of future na-
tional demand for local roads, reduce their require-
ments for lane-miles from 375,000  to 322,000, a sav-
ing of 55,000 lane-miles (Table 8.9). Los Angeles
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Uncontrolled Growth Controlled Growth Road Cost  Savings

County
Developed

Areas

Un-
developed

Areas

Total
Lane-Mile

Costs
Developed

Areas

Un-
developed

Areas

Total
Lane-Mile

Costs
Developed

Areas

Un-
developed

Areas

Total
Road Cost

Savings

Riverside, CA 0.85 9.53 10.38 0.00 8.05 8.05 0.85 1.48 2.33
Kern, CA 0.00 5.95 5.95 0.00 5.29 5.29 0.00 0.66 0.66
Yavapai, AZ 0.00 4.84 4.84 0.00 4.51 4.51 0.00 0.33 0.33
San Bernardino, CA 0.28 5.58 5.86 0.00 5.38 5.38 0.28 0.20 0.49
Maricopa, AZ 2.73 4.72 7.45 0.34 4.42 4.76 2.39 0.29 2.69
San Diego, CA 6.61 2.73 9.35 3.29 2.73 6.02 3.32 0.00 3.32
Hawaii, HI 0.00 4.12 4.12 0.00 3.36 3.36 0.00 0.76 0.76
Tulare, CA 0.11 3.96 4.06 0.29 3.82 4.11 -0.18 0.14 -0.05
Montgomery, TX 0.00 5.27 5.27 0.00 4.51 4.51 0.00 0.76 0.76
Fresno, CA 0.45 3.70 4.15 0.26 3.56 3.81 0.20 0.14 0.34

Los Angeles, CA 8.00 1.44 9.44 0.00 1.44 1.44 8.00 0.00 8.00
Maui+Kalawao, HI 0.00 3.60 3.60 0.00 2.56 2.56 0.00 1.04 1.04
Washington, UT 0.00 3.04 3.04 0.00 2.77 2.77 0.00 0.26 0.26
Lake, FL 0.00 3.23 3.23 0.00 3.03 3.03 0.00 0.19 0.19
Sonoma, CA 0.51 3.36 3.87 0.39 2.89 3.28 0.12 0.47 0.59
Cochise, AZ 0.00 2.74 2.74 0.00 2.63 2.63 0.00 0.10 0.10
San Luis Obispo, CA 0.00 3.00 3.00 0.00 2.89 2.89 0.00 0.11 0.11
Valencia+Cibola, NM 0.00 3.20 3.20 0.00 2.44 2.44 0.00 0.76 0.76
Coconino, AZ 0.00 2.84 2.84 0.00 2.97 2.97 0.00 -0.13 -0.13
Mohave, AZ 0.00 2.57 2.57 0.00 2.38 2.38 0.00 0.19 0.19

El Dorado, CA 0.00 3.04 3.04 0.00 2.89 2.89 0.00 0.16 0.16
Pima, AZ 1.45 1.64 3.09 1.17 1.50 2.66 0.28 0.15 0.43
Lancaster, PA 0.53 2.64 3.17 0.57 2.49 3.06 -0.04 0.15 0.11
Navajo, AZ 0.00 2.29 2.29 0.00 1.94 1.94 0.00 0.36 0.36
Madera, CA 0.00 2.51 2.51 0.00 2.33 2.33 0.00 0.18 0.18
Pinal, AZ 0.00 2.30 2.30 0.00 2.14 2.14 0.00 0.16 0.16
Snohomish, WA 1.64 2.51 4.15 1.64 2.36 4.00 0.01 0.14 0.15
Imperial, CA 0.00 2.47 2.47 0.00 2.36 2.36 0.00 0.12 0.12
Baldwin, AL 0.00 2.37 2.37 0.00 2.17 2.17 0.00 0.20 0.20
Williamson, TX 0.31 2.21 2.51 0.22 1.72 1.94 0.09 0.49 0.58

Deschutes, Or 0.00 2.36 2.36 0.00 1.46 1.46 0.00 0.90 0.90
Polk, FL 0.00 2.34 2.34 0.00 2.27 2.27 0.00 0.07 0.07
Stanislaus, CA 0.18 2.10 2.28 0.01 1.80 1.82 0.17 0.30 0.47
Kings, CA 0.00 2.17 2.17 0.00 2.07 2.07 0.00 0.10 0.10
Brazoria, TX 0.00 2.39 2.39 0.06 1.93 1.99 -0.06 0.46 0.40
Placer, CA 0.39 2.36 2.74 0.43 2.21 2.64 -0.04 0.15 0.11
Clark, NV 1.82 2.04 3.86 0.30 1.74 2.03 1.52 0.31 1.83
Apache, AZ 0.00 1.90 1.90 0.00 1.76 1.76 0.00 0.14 0.14
Larimer, CO 0.37 1.98 2.35 0.31 1.74 2.05 0.05 0.24 0.30
Ventura, CA 1.56 1.84 3.40 1.14 1.81 2.95 0.42 0.03 0.45

Benton, AR 0.00 2.13 2.13 0.00 1.79 1.79 0.00 0.34 0.34
Humboldt, CA 0.00 1.96 1.96 0.00 1.92 1.92 0.00 0.05 0.05
Skagit, WA 0.00 2.14 2.14 0.00 1.83 1.83 0.00 0.30 0.30
Westmoreland, PA 0.68 1.64 2.33 0.86 1.64 2.49 -0.17 0.00 -0.17
Rutherford, TN 0.00 2.09 2.09 0.00 1.93 1.93 0.00 0.16 0.16
Pasco, FL 0.18 1.83 2.02 0.00 1.49 1.49 0.18 0.34 0.53
Collier, FL 0.30 2.63 2.93 0.37 2.47 2.84 -0.07 0.16 0.09
Palm Beach, FL 2.09 2.02 4.11 0.57 2.02 2.59 1.52 0.00 1.52
Chester, PA 1.58 1.74 3.32 1.50 1.67 3.17 0.08 0.08 0.16
Monterey, CA 0.70 1.98 2.68 0.58 1.98 2.57 0.12 0.00 0.12

Top 50 Counties 33.33 145.05 178.38 14.30 131.06 145.36 19.03 13.99 33.02

United States 155.65 771.36 927.01 107.86 709.45 817.31 47.78 61.91 109.70

Source: Center for Urban Policy Research, Rutgers University.

Table 8.10
Road Cost Savings—

Uncontrolled- and Controlled-Growth Scenarios by County: 2000 to 2025
(Top 50 Counties—in Billions of Dollars)
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County, CA, is by far the county with the greatest
savings, with 6,500 lane-miles saved. The second-
largest number of lane-miles saved is in Riverside
County, CA, with 4,600 lane-miles saved. On the other
hand, Coconino County, AZ, and Westmoreland
County, PA, which serve as major receiving subur-
ban counties, require 323 and 265 additional lane-
miles, respectively, under the controlled-growth sce-
nario.

Future lane-mile requirements directly affect a
county’s future infrastructure costs. Table 8.10 lists
future road construction costs for the top 50 local road
demand counties. The combined cost for these
50 counties is $145 billion, representing nearly
20 percent of all future local road costs. This is a sav-
ing of $33 billion, or 18.5 percent, over the 25-year
projection period. The largest individual saving is
found in Los Angeles County, CA, with $8 billion
saved for the period. The second-largest saving is in
San Diego County, CA, with a $3.3. billion saving.
As noted earlier, Westmoreland County, PA, and
Coconino County, AZ, need additional roads, under
the controlled-growth scenario, costing these coun-
ties $133 million and $169 million, respectively.

Tulare County, CA, must expend an additional
$46 million in future local road construction.

CONCLUSION

For the projection period 2000 to 2025, under tradi-
tional or uncontrolled growth, the United States will
spend more than $927 billion to provide necessary
road infrastructure amounting to an additional
2.05 million lane-miles of local roads. Under con-
trolled growth, 1.85 million lane-miles of local roads
will be required, amounting to $817 billion in local
road costs. Overall, a saving of 188,300 lane-miles
of local roads and $110 billion can be achieved with
more-compact growth patterns. This is a saving of
9.2 percent in local lane-miles and 11.8 percent in lo-
cal road costs. Why is this saving not greater? Under
either scenario, development takes place in the outer
reaches of metropolitan areas and local roads must
be built. Even in the close-in areas where growth is
directed, local roads must be widened to accommo-
date development, resulting in additional lane-miles
of local roads.

Thus, whether you have sprawl or controlled growth,
approximately 2 million lane-miles (potentially mi-
nus 9 percent) of local roads must be put in place and
$927 billion (potentially minus 12 percent) must be
spent. A controlled-growth regimen could reduce
these outlays. While not extraordinary, savings would
be clearly in evidence. Appreciable savings in lane-
miles constructed and costs incurred could be
achieved under a growth regimen emphasizing more-
compact development patterns.
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INTRODUCTION

The purpose of this chapter is to discuss the local
public-service costs of development generated under
two different development futures. The question to
be answered here is whether compact development,
emphasized in the controlled-growth future, is less
expensive to service than traditional or sprawl devel-
opment. Does compact development, which may con-
tain more single-family attached and multifamily units
as a component of all development, produce more
net revenues than traditional, single-family develop-
ment? The same number of people, households, and
employees will be generated under each alternative.
The only difference is that people, households, and
employees will be directed to the more developed
parts of counties and the more central counties of
economic areas (EAs).

Counties will again play a significant role in deter-
mining public-service costs, as all local services will
be assumed to be delivered at the county level. This
is true because the costs and the revenues of all local
jurisdictions in a county, including municipalities and
school districts, are added to the costs and revenues
strictly of the county to provide a comprehensive in-
ventory of local (county and below) public services
provided and public revenues generated. These local
services will be disaggregated and assigned to devel-

oped (urbanized) and undeveloped (rest of county)
areas within counties. If one developed and one un-
developed area exist within each county, as many as
6,200 individual fiscal impact analyses must be per-
formed (Burchell, Dolphin, and Galley 2000).

Fiscal impact analyses will be undertaken at the
subcounty level, and the differing numbers of popu-
lation en route to developed and undeveloped areas
in counties will be evaluated with respect to the cost
and revenue relationships found in these areas under
the two growth alternatives. Fiscal impact analysis is
a technique used extensively by the Center for Urban
Policy Research, Rutgers University, and other re-
search organizations nationwide to evaluate the cost
and revenue impacts of land development (Burchell,
Listokin, Listokin, and Pashman 1994).

BACKGROUND

Fiscal impact is the public-service costs versus rev-
enues of future development (Burchell and Listokin
1978). Fiscal impact analysis measures how a pub-
lic-service jurisdiction will fare in the future in terms
of the magnitude of revenues raised to pay for the
level of costs incurred. On the cost side of the ledger
are operating, statutory, and capital costs; on the rev-
enue side are property tax, nontax, and intergovern-
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mental transfer revenues (Siegel 2000). These are es-
timated for the jurisdiction in which development is
taking place. For noneducational costs—police, fire,
public works, general government, and recreation/
culture—the jurisdiction is the county including all
separate municipalities; for educational costs, includ-
ing those involved with both instruction and admin-
istration, the jurisdiction is also the county including
all separate school districts. The county is further in-
volved in the provision of nonmunicipal, non-school-
district county public services. These include health,
welfare, incarceration, courts, parks, roads, and so
on. When costs are subtracted from revenues, the net
fiscal impact on the county’s fiscal status is deter-
mined. Taking into consideration an array of local
circumstances and characteristics, the increment of
development is evaluated as producing either a posi-
tive or negative annual impact over time. Factors con-
sidered are the amount, type, size, and value of pro-
jected development; the existing value and
composition of real estate in the county; and the
county’s basic fiscal indices, such as tax rate, equal-
ization ratio, tax base per capita, and levels of inter-
governmental and nontax revenue per capita. County
fiscal impact (including municipality and school dis-
trict) indicates whether a development is a net con-

tributor to or a net drain on the subsequent taxes of
that county. Usually, residential types of development
of conventional size and price (single-family homes,
town houses, and garden apartments) are net fiscal
drains to a local jurisdiction; open spaces (agricultural,
forest, and parklands) are fiscally neutral; and nonresi-
dential types (office, industrial, and retail) are net con-
tributors to the local fiscal status.

Public services are provided and consumed on a daily
basis in a variety of local jurisdictions in the United
States. A wide array and scope of services for the most
part meet the educational and noneducational needs
of those who reside in these jurisdictions. They are
delivered in large and small, developed and develop-
ing, and rich and poor locations with an amazing
amount of competency and consistency. Further, they
are funded through a bundle of revenues, the compo-
sition of which varies often by the financial culture
of an individual state. This is the context within which
the fiscal impacts of growth—with and without con-
trols—will be evaluated.

CONCEPTUAL OVERVIEW AND
ASSESSMENT MODEL

The Rutgers Fiscal Impact Analysis
Model

The Rutgers Fiscal Impact Analysis Model measures
how a public-service jurisdiction (region, EA, state,
or county) will fare in the future in terms of the mag-
nitude of revenues raised to pay for the level of costs
incurred. When costs are subtracted from revenues, a
net fiscal impact on the jurisdiction is determined.
This is either a positive or negative annual impact
that begins the day the development’s structures are
occupied and continues forever into the future unless
either the development or local fiscal factors are al-
tered (Burchell, Listokin, and Pashman 1994).

An analysis of the fiscal impacts of public-service
provision involves three basic steps. These are (1)
the calculation of costs; (2) the pairing of costs with
revenues; and (3) the determination of net fiscal im-
pact. Each, in turn, will be discussed below.

Cost Calculation

The population and employment figures introduced
by the growth projections of chapter 3 are translated
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into the public services required and resulting costs
associated with this growth. To determine costs on a
unit or per capita basis, one cannot simply divide all
incurred costs by the local resident population in the
jurisdictions where those costs occur, because such
services benefit both residential and nonresidential
development. Both residents and workers consume
local services. Service costs must therefore be ap-
portioned between these two types of service users.
In this study, per capita charges will be developed for
residentially induced costs, including education, and
nonresidentially induced costs, excluding education.
The former will be expressed per new resident; the
latter will be expressed per new worker.

In order to relate the above costs to the appropriate
causal factors, several steps must be taken. First, the
residential share of all service costs must be estimated
by dividing existing residential property value by the
sum of existing residential and nonresidential prop-
erty value. This calculation produces the residential
share of combined residential and nonresidential prop-
erty value. The resulting fraction is then applied to
the various levels of noneducational costs (munici-
pal and county) to derive the estimated residential
share of total county and municipal noneducational
costs. Educational costs are subsequently added to
this number and the sum is expressed per existing
resident. The remainder of noneducational costs is
expressed per existing employee by dividing this num-
ber by the number of employees that currently work
in the county.

The above procedure can be illustrated by the fol-
lowing example. In a hypothetical county of
250,000 residents and 100,000 employees, county
and municipal outlays total $400 million. The local
tax base, comprising 90,000 parcels, amounts to
$10 billion. Of this total, 85,000 residential parcels
are valued at $9 billion; 5,000 nonresidential parcels

are valued at $1 billion. The residential share of total
valuation is 90 percent ($9 billion divided by $10 bil-
lion). The 90 percent figure is applied to the total non-
educational (county and municipal) cost outlay of
$200 million to yield estimated residentially induced
expenditures of $180 million; the remaining $20 mil-
lion is assigned to services induced by nonresidential
land uses. Adding the educational expenses to nonedu-
cational expenses (i.e., $200 million plus $180 million)
yields total residentially induced costs of $380 million.
With a local population of 250,000 and a workforce of
100,000 employees, the county’s residentially induced
costs per capita are $1,520 ($380,000,000/250,000),
while the nonresi-dentially induced costs per worker
are $200 ($20,000,000/100,000).

Future growth-induced public-service costs for the
jurisdiction are then calculated by multiplying the per
capita cost by the total number of people and em-
ployees introduced by development. If the growth in
this county was projected to add 30,000 people and
15,000 workers, at a per-unit cost of $1,520 per capita
and $200 per employee, the per capita method would
project annual costs of about $46.6 million to serve
new residents and approximately $3.0 million to serve
new workers.

Costs are calculated for the developed and undevel-
oped portions of each county nationwide in the fol-
lowing way. It is assumed that municipal costs apply
only to developed areas. County and school district
costs are assigned to developed areas by the ratio of
the population in the developed areas to the total popu-
lation in the county. The remainder of these costs are
assigned to undeveloped areas. If the county has all
developed areas or all undeveloped areas, no appor-
tionment is undertaken and all costs are assigned as
generated in the county.

Revenue Calculations

Public-service jurisdictions rely on revenues that in-
clude both local and nonlocal sources. Local sources
comprise a variety of local tax and nontax levies, while
nonlocal sources comprise intergovernmental trans-
fers from the state and federal governments.

Local sources are usually the more significant rev-
enues and encompass taxes, charges, and other mis-
cellaneous revenues. The most significant tax is the
property tax commonly levied on real property. Other
taxes include levies on personal property, utility use,
consumer products, and income. In addition to taxes,
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Average Per Capita Expenditures Average Per-Worker Expenditures

State
Developed

Areas
Undeveloped

Areas Overall
Developed

Areas
Undeveloped

Areas Overall
Alabama 1,476 913 1,012 74 46 51
Alaska 2,383 4,910 4,676 119 246 234
Arizona 2,817 1,901 2,050 141 95 103
Arkansas 1,451 991 1,019 73 50 51
California 2,562 2,192 2,475 128 110 124
Colorado 2,191 2,432 2,543 110 122 127
Connecticut 1,950 1,963 1,963 97 98 98
Delaware 1,306 1,203 1,309 65 60 65
Florida 1,939 1,636 1,799 97 82 90
Georgia 1,546 1,324 1,362 77 66 68
Hawaii 900 1,260 1,146 45 63 57
Idaho 1,550 1,532 1,553 78 77 78
Illinois 1,935 1,157 1,264 97 58 63
Indiana 1,837 1,328 1,400 92 66 70
Iowa 1,833 1,588 1,636 92 79 82
Kansas 1,985 1,840 1,870 99 92 94
Kentucky 1,504 1,084 1,115 75 54 56
Louisiana 1,871 1,321 1,410 94 66 71
Maine 1,667 1,646 1,646 83 82 82
Maryland 1,745 1,459 1,539 87 73 77
Massachusetts 2,433 778 1,904 122 39 95
Michigan 2,341 1,498 1,598 117 75 80
Minnesota 2,827 2,107 2,216 141 105 111
Mississippi 1,331 1,183 1,211 67 59 61
Missouri 1,429 910 955 71 45 48
Montana 1,485 2,308 2,325 74 115 116
Nebraska 1,496 1,572 1,589 75 79 79
Nevada 2,072 2,839 2,892 104 142 145
New Hampshire 2,629 1,505 1,766 131 75 88
New Jersey 3,096 1,744 2,493 155 87 125
New Mexico 1,592 1,689 1,750 80 84 88
New York 3,547 2,216 2,710 177 111 135
North Carolina 2,107 1,342 1,406 105 67 70
North Dakota 1,626 1,560 1,599 81 78 80
Ohio 2,651 1,373 1,520 133 69 76
Oklahoma 1,732 1,251 1,281 87 63 64
Oregon 3,181 1,844 1,942 159 92 97
Pennsylvania 2,025 1,243 1,405 101 62 70
Rhode Island 1,464 1,464 1,464 73 73 73
South Carolina 1,457 1,105 1,157 73 55 58
South Dakota 1,899 1,309 1,328 95 65 66
Tennessee 1,477 946 1,003 74 47 50
Texas 1,999 1,788 1,849 100 89 92
Utah 1,358 1,946 2,001 68 97 100
Vermont 1,644 1,509 1,541 82 75 77
Virginia 1,821 1,181 1,324 91 59 66
Washington 2,010 1,788 1,937 101 89 97
West Virginia 1,341 1,199 1,232 67 60 62
Wisconsin 2,264 1,767 1,888 113 88 94
Wyoming 2,208 2,601 2,649 110 130 132
United States 1,940 1,625 1,734 97 81 87

Source: Center for Urban Policy Research, Rutgers University.

Note: Washington, DC, is included in the United States totals.

Table 9.1
Current Average Per Capita and Per-Worker Annual Public-Service Expenditures:

United States and by State
(in Dollars)
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government jurisdictions receive income from inter-
est earnings, permits, charges for services, fines and
penalties, and so on.

To model the way in which growth affects both local
and nonlocal revenues, the basis for each revenue
source is considered and a determination is made as
to how future development affects each revenue
source. For the smaller sources of revenue, they are
typically grouped prior to projection. To illustrate,
the property tax is a percentage levy on the value of
land and improvements (real property). To project
the property tax revenues from growth, one first de-
termines the equalized or market value of residential
and nonresidential growth in a county under one or
the other alternative. The equalized value is then
multiplied by the prevailing equalized property tax
rate. In this analysis, property tax rates for developed
and undeveloped areas of counties are constructed
by dividing existing property tax revenues raised in
these areas by their current equalized property valu-
ation. This produces an equalized property tax rate
which then can be applied to future growth in prop-
erty valuation in developed and undeveloped areas.

Other local revenues (fees, fines, permits, etc.) are
grouped, assigned proportionately to developed and
undeveloped areas and expressed per $1,000 valua-
tion. They are projected into the future according to the
value of forthcoming development in developed or
undeveloped areas expressed in thousands of dollars.

Intergovernmental revenues are projected similarly
but this time on a per capita basis. Thus, if a state
granted $75 per capita annually to counties to under-
take road repairs, the future generated income for such
aid would equal the projected number of new resi-
dents going to developed or undeveloped areas, mul-
tiplied by their respective weighted share of the $75.

Comparing Costs to Revenues: Net
Fiscal Impact

Once the growth-induced costs and revenues are pro-
jected, the next step is to determine the results of the
fiscal impact assessment by comparing these annual
costs and revenues. If costs exceed revenues, a defi-
cit is incurred; if revenues exceed costs, a surplus is
realized. This comparison is made for developed and
undeveloped areas in counties and summed for view-
ing at the county, EA, state, region, and national lev-
els. This analysis is undertaken for the uncontrolled-
growth scenario using the cost and revenue relationships

that exist for the most current period reported, in this
case 1992. This year is used because it reflects infor-
mation on the value of properties reported by the U.S.
Census in 1990. Nonresidential property value is de-
termined by multiplying the number of employees in
a jurisdiction by the average space per employee, and
again by the average value of existing nonresidential
property per square foot. The latter is made to vary
by household income differences across counties
(Woods and Poole 1998).

Data Sources and Manipulations:
Data Sources

In order to calculate fiscal impacts due to future
growth, two baseline sets of data are required: first,
the current local expenditures and revenues taken from
municipal and county budgets, and second, the cur-
rent demographics and equalized property values are
determined. The former are summarized from the
1992 U.S. Census of Governments for the almost
85,000 units of local government at or below the
county level. The census contains data by budgetary
category for governmental fiscal years ending between
July 1, 1991, and June 1, 1992, for municipalities,
school districts, and counties with appropriate Tiger
File overlays to account for each. The latter is avail-
able from the 1990 U.S. Census of Population and
Housing and has been updated through census infor-
mation published since the 1990 Census (U.S. De-
partment of Commerce 1992).

Data Sources and Manipulations:
Costs

Expenditures for municipal, school, and county func-
tions plus capital improvement debt service and de-
ferred charges are aggregated by county, again using
information from the 1992 U.S. Census of Govern-
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Average Per Capita Revenues Average Per-Worker Revenues

State
Developed

Areas
Undeveloped

Areas Overall
Developed

Areas
Undeveloped

Areas Overall
Alabama 159 212 276 494 168 214
Alaska 97 2,053 2,149 615 1,613 1,521
Arizona 444 672 795 571 367 366
Arkansas 62 249 269 414 177 183
California 632 564 922 387 287 293
Colorado 220 993 1,111 665 349 363
Connecticut 1,117 1,142 1,244 494 385 450
Delaware 332 239 401 189 209 173
Florida 548 532 796 475 448 376
Georgia 125 508 548 503 391 363
Hawaii 114 559 657 154 215 195
Idaho 25 304 323 219 143 147
Illinois 153 268 354 703 227 240
Indiana 191 413 477 616 322 336
Iowa 53 323 351 389 211 224
Kansas 38 431 459 714 262 272
Kentucky 56 235 259 460 156 168
Louisiana 252 430 528 676 438 370
Maine 352 787 923 1,257 260 333
Maryland 485 670 879 488 490 367
Massachusetts 1,253 615 1,362 494 76 324
Michigan 289 763 863 955 468 458
Minnesota 175 483 556 725 259 279
Mississippi 67 333 348 397 259 260
Missouri 77 218 259 436 136 151
Montana 23 518 525 466 220 228
Nebraska 12 261 269 211 129 134
Nevada 110 719 764 431 312 298
New Hampshire 662 1,346 1,557 899 393 493
New Jersey 1,833 717 1,500 678 705 582
New Mexico 52 296 324 202 139 151
New York 843 1,100 1,455 1,002 680 722
North Carolina 237 411 464 558 264 263
North Dakota 43 233 261 393 123 134
Ohio 481 454 595 1,025 433 422
Oklahoma 97 264 290 550 149 160
Oregon 209 586 647 997 293 324
Pennsylvania 445 534 694 797 391 393
Rhode Island 1,133 873 1,121 443 354 428
South Carolina 237 390 453 388 343 321
South Dakota 38 246 257 595 148 155
Tennessee 101 326 360 430 221 235
Texas 146 474 534 537 277 288
Utah 53 653 694 232 299 318
Vermont 71 997 1,019 504 302 314
Virginia 303 438 620 528 284 301
Washington 235 407 529 386 213 247
West Virginia 51 382 407 925 266 264
Wisconsin 188 583 654 630 317 358
Wyoming 44 767 800 272 388 382
United States 299 559 678 551 319 327
Source: Center for Urban Policy Research, Rutgers University.

Note: Washington, DC, is included in the United States totals. These revenues do not include intergovernmental transfers which
are shown on Table 9.4 at about one-third of their actual value. Certain intergovernmental revenues are not projected to increase
with future growth.

Table 9.2
Current Average Per Capita and Per-Worker Annual Public-Service Revenues:

United States and by State
(in Dollars)
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ments (U.S. Department of Commerce 1992). These
annual county expenditures are subsequently scaled
to be equal to the adjusted general revenue of the
county for that same time period (see description be-
low). Establishing a cost-revenue equality for all ju-
risdictions in a given budget year eliminates the pos-
sibility of a skewed fiscal impact analysis due to
abnormal budget imbalances in a jurisdiction in a par-
ticular year. Expenditures are then associated with
the county’s developed and undeveloped areas using
both the Census of Population and Housing’s defini-
tion of urbanized areas and specific budgetary cat-
egories found in the Census of Governments. Mu-
nicipal expenditures, as well as a share of county and
school district expenditures, apply to developed ar-
eas; solely the remaining share of county and school
district expenditures apply to undeveloped areas.

Next, area expenditures are divided between services
rendered to local residences and businesses. This is
done by using ratios of residential to residential and
nonresidential property values in a county. Across the
nation, an average of 95 percent of public-service
expenditures serve the needs of residents, and 5 per-
cent of public-service expenditures serve the needs
of workers. This reflects the ratio of residential to
residential and nonresidential real property valuation.
This calculation is performed for each county. The
requisite percentage of county expenditures is divided
by the population count in each county to establish a
per capita servicing cost for residential development.
The remaining portion of the county costs are divided
by the existing amount of “at-place” employment to
establish a per-employee servicing cost for nonresi-
dential development. Residential and nonresidential
per capita and per-employee costs are then assigned
to developed and undeveloped areas by the ratio of
population in these areas. Table 9.1 is a summary of
these costs for the nation and by state.

The next step is to translate per capita and per-worker
costs into future aggregate local expenditures. Resi-
dential per capita costs in developed and undevel-
oped areas are multiplied by the number of residents
that will emerge from future residential development
in developed and undeveloped areas of counties. Per-
employee costs are acted upon in the same manner.
Expressed per employee for developed and undevel-
oped areas, they are multiplied by the number of
workers that will result from future nonresidential
development in developed and undeveloped areas of
counties. Future local public costs are the sum of resi-
dential and nonresidential development costs. This

calculation is performed for the full growth increment
in each of the two development scenarios.

Data Sources and Manipulations:
Revenues

Revenues for the municipality, school district (both
local and regional), and county come from the 1992
U.S. Census of Governments and are aggregated to
the county level in three groupings: (1) real estate
taxes; (2) other taxes, fines, fees, interest earnings,
and miscellaneous revenues; and (3) state and fed-
eral intergovernmental transfers to the county. These
revenue streams are further subdivided into two
groupings: revenues associated with the developed
areas of the county, and revenues associated with the
undeveloped areas of the county. Revenues for these
areas are handled in the same way as costs. Revenue
from municipal sources and a share of county and
school district revenues (by relative population
amounts) are assigned to the developed areas of coun-
ties. The remaining share of county and school dis-
trict revenues is assigned to undeveloped areas of
counties. Table 9.2 is a summary of these costs for
the nation and by state.

For the first grouping, revenue from real estate taxes
is divided by the total equalized real estate value of
residential and nonresidential properties to develop
an equalized tax rate. Information on the sales price
of housing is available from the 1990 U.S. Census of
Population and Housing. This information is accessed
through the Public Use Microdata Sample (PUMS)
for housing types available for sale, and is of the same
vintage as the information from the 1992 U.S. Cen-
sus of Governments, which reports financial data of
one to two years earlier. For rental properties, the
monthly value of rent is multiplied by 100 to esti-
mate value. For nonresidential properties, existing
employment by type is converted to space through
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Average Per Capita Equalized Valuation Average Per-Worker Equalized Valuation

State
Developed

Areas
Undeveloped

Areas Overall
Developed

Areas
Undeveloped

Areas Overall
Alabama 30,793 20,627 22,805 21,714 16,440 17,261
Alaska 46,450 30,350 33,248 26,656 21,382 21,863
Arizona 48,148 26,688 32,060 19,769 14,625 15,488
Arkansas 29,097 22,303 23,228 20,721 14,881 15,193
California 73,158 40,970 62,918 23,462 17,466 19,747
Colorado 42,188 48,257 51,927 22,049 14,228 14,894
Connecticut 75,383 70,741 75,819 28,963 23,151 26,887
Delaware 81,029 27,729 53,439 25,142 19,233 22,051
Florida 52,995 24,359 37,067 20,984 15,859 17,526
Georgia 35,340 24,901 26,679 22,388 16,525 17,074
Hawaii 79,665 60,594 65,716 26,889 18,745 20,022
Idaho 34,455 30,085 31,797 21,232 14,157 14,412
Illinois 38,516 23,302 24,975 23,657 15,418 16,216
Indiana 50,426 25,178 26,588 23,897 17,560 18,358
Iowa 41,847 23,178 23,563 21,438 14,135 14,467
Kansas 28,021 22,286 23,303 22,087 12,765 12,977
Kentucky 30,343 21,097 22,411 21,022 13,491 13,807
Louisiana 35,378 19,106 22,704 19,555 14,336 15,121
Maine 56,608 51,054 51,614 22,418 17,452 18,095
Maryland 67,653 41,280 52,670 25,298 19,162 20,945
Massachusetts 110,071 73,714 98,213 25,433 19,882 23,031
Michigan 39,036 31,889 35,457 24,404 16,887 17,757
Minnesota 41,260 27,933 30,301 23,018 14,635 15,213
Mississippi 33,233 20,410 21,325 20,718 15,346 15,686
Missouri 32,196 24,841 25,531 21,570 13,575 14,004
Montana 22,215 30,308 29,530 18,833 12,066 12,245
Nebraska 28,343 24,003 24,510 23,271 11,650 11,835
Nevada 45,501 34,681 37,728 20,811 14,617 15,082
New Hampshire 64,243 64,237 65,981 26,340 19,383 20,478
New Jersey 76,725 45,495 68,821 27,646 22,240 26,445
New Mexico 42,205 29,837 31,979 20,807 13,432 13,878
New York 51,865 37,471 42,276 25,102 18,261 19,899
North Carolina 40,489 29,114 31,863 23,236 17,025 17,763
North Dakota 26,813 23,043 24,120 18,487 10,844 11,091
Ohio 36,165 23,402 26,793 23,575 17,601 18,729
Oklahoma 25,710 23,461 24,673 18,644 12,735 13,018
Oregon 39,338 31,074 33,334 21,663 15,495 16,175
Pennsylvania 52,599 31,385 36,064 22,988 17,434 18,830
Rhode Island 68,109 53,787 67,561 26,136 20,891 25,111
South Carolina 44,455 22,559 27,207 22,602 17,791 18,794
South Dakota 21,596 19,511 19,779 18,937 11,263 11,396
Tennessee 35,567 24,441 25,843 21,570 16,089 16,558
Texas 37,302 25,408 27,507 20,481 12,943 13,452
Utah 29,908 30,723 34,435 22,573 15,025 15,762
Vermont 49,739 54,970 55,484 25,243 16,789 17,089
Virginia 48,892 35,529 40,371 22,919 17,099 18,344
Washington 45,439 31,944 37,661 22,040 15,766 16,916
West Virginia 18,051 26,541 24,920 20,412 14,066 14,579
Wisconsin 32,962 30,975 32,424 24,543 16,675 17,657
Wyoming 35,195 30,426 32,660 19,253 14,737 15,048
United States 45,054 32,944 37,578 22,652 16,065 17,085
Source: Center for Urban Policy Research, Rutgers University.

Note: Washington, DC, is included in the United States totals.

Table 9.3
Average Per Capita and Per-Worker Annual Equalized Valuation:

United States and by State
(in Dollars)
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employee space measures. This space is then valued
at a dollar level per square foot and values are calcu-
lated for the counties of the United States according
to differences in average household income in the
counties. For farm properties, agricultural employ-
ment is divided into the value of farm acreage by
county in New Jersey to develop a value per worker;
this figure is similarly adjusted across the United
States through differences in average county house-
hold income. Total equalized valuation per capita and
per worker are shown by state in Table 9.3.

Fees, fines, permits, interest earned, and other mis-
cellaneous revenues are expressed per $1,000 of cur-
rent property value and are allocated to developed
and undeveloped areas of counties according to rela-
tive population differences of those areas.

Federal and state revenue transfers are allocated to
the resident population in counties. Revenues reported
in the 1992 U.S. Census of Governments are scaled
back to reflect the reality that some may not increase
with increasing population. They are then assigned
by the ratio of population in developed and undevel-
oped areas of counties as reported in the 1990 U.S.
Census of Population. The result is per capita inter-
governmental transfer revenues for a subarea of a
county. Table 9.4 is a tabulation of these revenue val-
ues for the nation and by state.

The next step is to translate the real estate tax rev-
enue per unit; fees, fines, and permit revenue per
$1,000 valuation; and intergovernmental transfer rev-
enues per capita into future aggregate local revenues.
Real estate tax rates are multiplied by the real estate
value of projected residential and nonresidential de-
velopment for the 2000 to 2025 time period in devel-
oped and undeveloped areas of each county.
(Table 9.4 is a tabulation of these equalized tax rates.)
The determination of residential and nonresidential
real estate values is discussed in the following chap-
ter. Other tax revenues—fees, fines, permit revenue,
and miscellaneous revenues—are expressed per
$1,000 property value and projected into the future
according to different property values occurring in
developed and undeveloped areas of each county. The
remaining revenue component, per capita intergov-
ernmental transfer revenues, is calculated by multi-
plying per capita revenues by the projected popula-
tion growth in developed and undeveloped areas for
the projection period. Future local revenue is the sum
of these three revenue streams. This calculation is
performed for the full growth increment of each de-

velopment scenario in each county, EA, state, and  re-
gion, and for the nation as a whole.

Data Sources and Manipulations:
Net Fiscal Impact

Net fiscal impact is the subtraction of total local pub-
lic costs from total local public revenues (municipal-
ity, school district, and county). It requires separate
calculations for residential and nonresidential devel-
opment; the resulting fiscal impact is the summation
of the two individual impacts. The difference between
total local revenues and total local costs for the sub-
areas of each county is the net fiscal impact of the
increment of development on local public services in
these subareas. This difference is summed for each
county, EA, state, and region, and for the nation as a
whole. The differences in the summed values represent
the differences in fiscal impacts caused by the differing
amounts of development in different jurisdictions un-
der the uncontrolled- and controlled-growth scenarios.

FISCAL PARAMETERS
USED IN THE ANALYSIS

This portion of the exercise shows the base data em-
ployed in the fiscal analysis. It is done solely to com-
municate a sense of the order of magnitude of these
numbers. The fiscal parameters for both uncontrolled-
and controlled-growth scenarios are post hoc sum-
maries of individual data for counties for the purpose
of displaying weighted nationwide averages. In ac-
tuality, the most current individual county data are
used in each of the thousands of fiscal impact cal-
culations undertaken in this chapter. Basic fiscal
data are applied to the development that takes
place in a jurisdiction over the projection period,
yielding a fiscal impact for that jurisdiction. These
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Average Per Capita
Intergovernmental Transfers Average County Equalized Tax Rates

State
Developed

Areas
Undeveloped

Areas Overall
Developed

Areas
Undeveloped

Areas Overall
Alabama 205 214 220 0.023 0.010 0.012
Alaska 410 873 830 0.023 0.079 0.074
Arizona 412 341 358 0.030 0.026 0.025
Arkansas 239 209 211 0.020 0.012 0.012
California 471 468 497 0.017 0.016 0.015
Colorado 248 322 329 0.031 0.024 0.023
Connecticut 242 266 266 0.017 0.017 0.017
Delaware 274 285 294 0.007 0.011 0.008
Florida 250 296 309 0.023 0.027 0.021
Georgia 221 228 233 0.023 0.023 0.021
Hawaii 55 138 116 0.006 0.012 0.010
Idaho 308 318 321 0.011 0.010 0.010
Illinois 253 201 214 0.031 0.014 0.014
Indiana 262 217 227 0.026 0.018 0.018
Iowa 266 263 267 0.018 0.015 0.015
Kansas 212 217 218 0.035 0.020 0.020
Kentucky 195 241 243 0.023 0.011 0.012
Louisiana 249 240 247 0.035 0.028 0.023
Maine 264 261 261 0.054 0.015 0.018
Maryland 221 185 202 0.020 0.024 0.017
Massachusetts 328 80 240 0.020 0.004 0.014
Michigan 304 214 227 0.041 0.027 0.026
Minnesota 460 439 451 0.033 0.017 0.018
Mississippi 220 254 258 0.019 0.017 0.016
Missouri 181 177 181 0.021 0.010 0.010
Montana 210 273 275 0.025 0.018 0.018
Nebraska 216 189 191 0.009 0.011 0.011
Nevada 367 571 580 0.021 0.023 0.022
New Hampshire 145 97 113 0.033 0.021 0.024
New Jersey 417 190 334 0.025 0.034 0.022
New Mexico 337 399 408 0.010 0.010 0.011
New York 468 336 403 0.040 0.037 0.036
North Carolina 357 283 292 0.025 0.015 0.015
North Dakota 209 261 263 0.022 0.011 0.011
Ohio 348 242 257 0.044 0.024 0.022
Oklahoma 232 265 267 0.031 0.012 0.012
Oregon 347 308 317 0.047 0.018 0.020
Pennsylvania 268 204 222 0.036 0.022 0.021
Rhode Island 136 136 136 0.017 0.017 0.017
South Carolina 220 209 215 0.017 0.019 0.017
South Dakota 145 168 169 0.032 0.013 0.013
Tennessee 209 169 177 0.020 0.014 0.014
Texas 254 236 239 0.027 0.021 0.021
Utah 229 315 318 0.010 0.021 0.021
Vermont 124 178 180 0.020 0.018 0.018
Virginia 244 191 209 0.023 0.016 0.016
Washington 373 406 418 0.018 0.013 0.014
West Virginia 216 255 257 0.045 0.019 0.017
Wisconsin 396 325 351 0.027 0.019 0.020
Wyoming 538 417 430 0.014 0.026 0.026
United States 275 271 285 0.025 0.019 0.019
Source: Center for Urban Policy Research, Rutgers University.
Note: Washington, DC, is included in the United States totals.

Table 9.4
Average Per Capita and Per-Worker Intergovernmental Transfers and Equalized Tax Rates:

United States and by State (in Dollars)
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fiscal impacts are summed and presented for dif-
ferent geographic levels.

Uncontrolled Growth

Costs

For the 2025 projection, nationwide annual costs,
averaged and weighted for the counties in which de-
velopment takes place under uncontrolled-growth
conditions, are approximately $2,267 per capita and
$120 per employee (see Table 9.5). These represent
costs for municipal, county, and school services in
the first case, and municipal and county services in
the second. These average weighted county costs are
about 10 percent higher per capita and per employee
in the developed areas of each county ($2,473 and
$129, respectively) and about 20 percent lower in the
undeveloped areas ($1,833 and $92, respectively).

Revenues

For the 2025 projection, nationwide annual revenues
are $1,229 per capita and $537 per employee (see
Table 9.5). Two-thirds of per capita revenues come
from the property tax; all of the per-employee rev-

enues come from this source. Revenues per capita
and per employee are 10 percent higher in the devel-
oped areas of each county ($1,346 and $607, respec-
tively) and 20 percent lower in the undeveloped ar-
eas ($999 and $362, respectively).

County Tax Base/Rate

Residential equalized valuation per capita nationwide
under the uncontrolled-growth scenario amounts to
$42,249; nonresidential valuation per employee is
$30,349 (see Table 9.5). This produces an equalized
tax rate of about 20 mils, or $2.00 per $100 equal-
ized valuation (see Table 9.5). Tax base per capita
and per employee are 10 percent higher in the devel-
oped areas of each county ($46,244 and $32,862, re-
spectively) and 15 percent to 25 percent lower in the
undeveloped areas ($36,919 and $22,538, respectively).

Controlled Growth

Costs

For the 2025 projection, annual costs nationwide,
averaged and weighted for the counties in which de-
velopment takes place under controlled-growth con-

Developed Areas Undeveloped Areas Overall

Per
Capita

Per
Worker

Per
Capita

Per
Worker

Per
Capita

Per
Worker

Uncontrolled-Grow th Scenario

Expenditures 2,473 129 1,833 92 2,267 120
Revenues
Tax and Nontax 997 607 692 362 894 537
Intergovernmental Transfers 349 N/A 307 N/A 335 N/A
Total 1,346 607 999 362 1,229 537

Equalized Tax Base 46,244 32,862 36,919 22,538 42,249 30,349

Equalized Tax Rate ($ per $100 val.) 0.020 0.018 0.020

Controlled-Growth Scenario

Expenditures 2,388 125 1,729 87 2,203 117
Revenues
Tax and Nontax 912 585 592 355 825 533
Intergovernmental Transfers 356 N/A 312 N/A 344 N/A
Total 1,268 585 904 355 1,169 533

Equalized Tax Base 42,529 31,849 31,536 22,073 39,452 29,745

Equalized Tax Rate ($ per $100 val.) 0.021 0.018 0.020

Source: Center for Urban Policy Research, Rutgers University.

Table 9.5
Post Hoc Weighted Average Fiscal Parameters for Developed and Undeveloped Areas:

Uncontrolled- and Controlled- Growth Scenarios (in Dollars)
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ditions, are approximately $2,203 per capita and $117
per employee (see Table 9.5). Again, these represent
costs for municipal, county, and school expenses in
the first case, and municipal and county services in
the second. These average weighted county costs are
also about 10 percent higher per capita and per em-
ployee in the developed areas of each county ($2,388
and $125, respectively) and about 20 percent lower in
the undeveloped areas ($1,729 and $87, respectively).

Revenues

For the 2025 analysis, annual revenues nationwide
are $1,169 per capita and $533 per employee (see
Table 9.5). About 70 percent of per capita revenues
come from the property tax, as do all per-employee
revenues. Revenues per capita and per employee are
about 10 percent higher in the developed areas of each
county ($1,268 and $585, respectively), and 20 per-
cent lower in the undeveloped areas ($904 and $355,
respectively).

County Tax Base/Rate

Residential assessed evaluation per capita nationwide
under the controlled-growth scenario amounts to
$39,452; nonresidential valuation per employee is
$29,745. This produces an equalized tax rate of about
20 mils, or $2.00 per $100 equalized valuation (see
Table 9.5). Tax base per capita and per employee are
10 percent higher in the developed areas of each
county ($42,529 and $31,849, respectively) and
20 percent to 25 percent lower in the nondeveloped
areas ($31,536 and $22,073, respectively).

RESULTS OF THE ASSESSMENT:
FISCAL IMPACT

This portion of the chapter examines how the two
primary development alternatives affect the fiscal
impact of providing services in various geographic
divisions of the United States.

THE UNITED STATES
AND ITS REGIONS

Uncontrolled Growth

Costs

The aggregate local cost of providing public services
for 60.7 million new residents housed in 26.5 million
residential units and for 49.5 million new workers in
26.5 million nonresidential units (or 26.5 billion
square feet of nonresidential space) is approximately
$143.2 billion annually in 2025. The aggregate cost
includes all municipal, school district, and county
services that would be required by the new residents
and workers. The costs represent current expenditures;
that is, the costs are calculated under the assumption
that all development over the period would occur
according to today’s fiscal parameters.

Two-thirds of the annual public-service costs will be
concentrated in the West and South regions of the
country (approximately $56.5 billion and $58.5 bil-
lion, respectively); 13 percent will be in the Midwest
($18.9 billion); and approximately 6.5 percent will

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Region Costs Revenues Impact Costs Revenues Impact

Difference
Controlled

minus
Uncontrolled

Northeast 9,329 11,170 1,841 9,252 12,928 3,676 1,835
Midwest 18,914 15,352 -3,562 18,340 16,339 -2,001 1,561
South 58,441 38,845 -19,532 57,655 39,062 -18,531 1,001
West 56,558 34,023 -22,535 53,942 31,215 -22,728 -192
United States 143,242 99,389 -43,788 139,190 99,544 -39,583 4,205

Source: Center for Urban Policy Research, Rutgers University.

Table 9.6
Annual Net Fiscal Impact—Uncontrolled- and Controlled-Growth Scenarios

United States and by Region: 2000 to 2025
(in $ Million)
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be in the Northeast ($9.3 billion) (see Table 9.6). For
the South and West, the percentage share of future
public-service costs is approximately 30 percent less
than the percentage distribution of future population;
and for the Northeast and Midwest, the percentage
distribution of future public-service costs is approxi-
mately 20 percent higher than the percentage distri-
bution of future population. This would indicate sig-
nificantly lower-than-average existing service costs
per person and employee in the South and West, and
somewhat higher-than-average existing service costs per
person and employee in the Northeast and Midwest.

Revenues

Revenues raised under uncontrolled-growth condi-
tions to support development during the period 2000
to 2025 will amount to $99.4 billion annually by pe-
riod end. By region, the annual distribution of future
revenues to support development will be approxi-
mately the same as the distribution of incurred costs—
40 percent in the South region ($38.8 billion); 34 per-
cent in the West region ($34.0 billion); 15 percent in
the Midwest region ($15.4 billion); and 11 percent
in the Northeast region ($11.2 billion) (see Table 9.6).

Net Fiscal Impact

Under the uncontrolled-growth scenario, development
during the period 2000 to 2025 will cause an annual
fiscal deficit of $43.8 billion, or 30 percent less rev-
enues than costs by the final year of the projection
period. This is expected, given the fact that most de-
velopment will be deficit-producing residential de-
velopment. This deficit will occur in all regions ex-
cept the Northeast, where there will be a positive fiscal
impact of $1.8 billion annually. The Northeast region
has about the same cost structure per capita as the
West region, but revenues raised per capita are con-
siderably higher. The overall fiscal deficit will be pro-
portionally higher in the West region and lower in the
Midwest region (see Table 9.6).

Controlled Growth

Costs

Overall costs generated by development under the
controlled-growth scenario will be $139.2 billion an-
nually at build-out. That amount is the annual cost of
providing the full array of local services—munici-
pal, school district, and county—to new development.

Annual costs under the controlled-growth scenario
will reflect the differing development that will take
place in particular types of locations. Aggregate costs
will be highest in the South ($57.7 billion), followed
closely by the West ($53.9 billion), the Midwest
($18.3 billion), and finally, the Northeast ($9.3 bil-
lion) (see Table 9.6).

Costs under the controlled-growth scenario in 2025
will be 3 percent ($4.1 billion) lower than they would
be under the uncontrolled-growth scenario. This lower
cost is seen in all four regions of the United States
and reflects the servicing cost efficiencies of larger
and more mature service providers under the con-
trolled-growth scenario.

Revenues

Overall revenues under the controlled-growth sce-
nario will reach $99.5 billion annually. These rev-
enues represent the sum of property tax, nontax rev-
enues, and intergovernmental transfers. Revenues
under controlled growth follow the same distribution
pattern as costs. The South will receive $39.1 billion
annually; the West, $31.2 billion; the Midwest,
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

State Costs Revenues Impact Costs Revenues Impact

Difference
Controlled

minus
Uncontrolled

California 27,878 16,030 -11,848 26,954 14,514 -12,440 -592
Florida 16,430 10,270 -6,160 15,558 9,613 -5,945 215
Texas 15,947 8,795 -7,087 15,280 8,389 -6,828 259
Arizona 6,273 3,942 -2,331 5,916 3,627 -2,289 42
Washington 5,100 2,874 -2,226 4,800 2,741 -2,058 168
North Carolina 4,880 2,947 -1,933 4,664 3,458 -1,207 727
Georgia 4,841 3,719 -1,122 5,079 3,754 -1,325 -203
Colorado 4,480 3,655 -825 4,103 3,312 -792 33
Virginia 3,746 3,301 -445 3,479 2,822 -657 -212
Minnesota 3,138 1,874 -1,264 3,054 1,979 -1,075 189
Nevada 3,117 1,934 -1,183 2,945 1,730 -1,216 -32
Ohio 2,866 2,802 -64 2,806 3,261 456 520
New York 2,812 3,970 1,159 2,761 4,502 1,742 583
Illinois 2,734 2,652 -82 2,717 2,515 -202 -120
Oregon 2,494 1,469 -1,025 2,593 1,487 -1,106 -82
Michigan 2,480 2,587 106 2,360 2,611 250 144
Tennessee 2,454 1,726 -728 2,488 2,022 -466 263
Maryland 2,336 2,203 -133 2,231 1,924 -306 -173
New Jersey 2,313 2,036 -277 1,965 1,927 -38 239
Utah 2,305 1,253 -1,052 2,142 1,065 -1,077 -25
Wisconsin 2,218 1,569 -649 2,085 1,642 -443 206
Indiana 2,155 1,517 -638 2,074 2,077 3 640
South Carolina 1,994 1,416 -578 1,854 1,605 -248 329
Louisiana 1,403 1,100 -304 1,355 1,107 -249 55
New Mexico 1,400 652 -748 1,395 682 -713 36
Pennsylvania 1,399 2,102 703 1,674 2,278 604 -99
Alabama 1,286 907 -379 1,292 990 -302 77
Alaska 1,248 789 -459 1,012 723 -289 170
Massachusetts 1,185 1,234 48 1,294 1,357 63 14
Missouri 1,090 835 -255 1,115 805 -309 -54
Kentucky 1,015 635 -381 934 630 -304 77
Oklahoma 905 539 -366 875 616 -259 107
Idaho 879 389 -490 833 368 -466 24
Mississippi 657 478 -180 624 539 -85 95
Kansas 652 541 -111 629 491 -138 -28
Hawaii 592 453 -139 493 347 -146 -7
Arkansas 585 370 -216 595 419 -176 39
Iowa 577 398 -179 547 406 -141 39
Nebraska 569 261 -309 541 244 -297 12
New Hampshire 514 626 112 338 1,284 947 835
Maine 417 396 -21 505 627 122 143
Wyoming 397 309 -88 375 301 -75 13
Montana 395 273 -122 380 318 -62 60
South Dakota 279 204 -75 265 204 -61 14
Delaware 259 154 -105 228 140 -87 17
Rhode Island 233 236 3 247 331 84 81
Vermont 228 225 -4 217 235 18 22
Connecticut 227 345 118 252 386 135 17
West Virginia 195 186 -9 136 159 23 32
North Dakota 155 113 -42 147 104 -43 -1
Top 20 States 118,624 80,038 -38,521 113,895 77,254 -36,578 1,943
United States 143,242 99,389 -43,788 139,190 99,544 -39,583 4,205

 Source: Center for Urban Policy Research, Rutgers University.

Note: Washington, DC, is included in the United States totals.

Table 9.7
Annual Net Fiscal Impact—Uncontrolled- and Controlled-Growth Scenarios

United States and by State: 2000 to 2025 (in $ Million)
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$16.3 billion; and the Northeast, $12.9 billion (see
Table 9.6).

Revenues under the controlled-growth scenario in 2025
($99.5 million) will be slightly higher annually than they
will be under the uncontrolled-growth scenario.

Net Fiscal Impact

The net fiscal impact under the controlled-growth
scenario will be a deficit of $39.6 billion annually.
Development under this scenario will cost local gov-
ernments $39.6 billion more annually than it will in-
troduce in revenues. The negative fiscal impact un-
der this scenario will be greatest in the West
($22.7 billion); less in the South ($18.5 billion); and
the least in the Midwest ($2.0 billion). The North-
east is again the exception—revenues there will ex-
ceed costs by $3.7 billion annually (see Table 9.6).

Controlled versus Uncontrolled
Growth

Fiscal Impact Differences

The controlled-growth scenario’s net fiscal impact
will be $4.2 billion less negative than the net fiscal
impact under the uncontrolled-growth scenario. The
controlled-growth scenario’s fiscal impact will reduce
operating deficits to local governments by $4.2 bil-
lion annually by the time full build-out takes place in
2025. Significant deficit reductions over uncontrolled
growth will occur in every region except the West.
The reductions will range from $1.0 billion in the
South to $1.8 billion in the Northeast (see Table 9.6).
In the West, an enhanced fiscal deficit of $192 mil-
lion annually occurs under controlled growth as the
new population is accommodated by higher-cost ser-
vice systems in this region.

Although a $39.6 million fiscal deficit will be real-
ized annually under the controlled-growth scenario,
the deficit will be reduced by nearly 10 percent from
the fiscal deficit that would occur under the uncon-
trolled-growth scenario (see Table 9.6). This reduc-
tion will be a result of greater use of the existing ser-
vice structure in more densely developed areas. Also,
in more densely developed areas, the real property
tax may be slightly higher than it is in less densely
developed areas; thus, revenues will be proportion-
ately higher. In general, deficit reductions as opposed
to real cost savings will be available to these public-

service providers in such areas. This is because both
scenarios are dominated by residential development
that causes fiscal deficits in either scenario. Only the
magnitude of the deficit varies.

STATES

Uncontrolled Growth

Costs

The states with the highest annual public-service costs
under uncontrolled growth basically parallel the states
with the largest combined residential and nonresiden-
tial growth during the period 2000 to 2025. Table 9.7
lists all states in descending order of their total an-
nual local public-service costs. The top 20 states will
expend $118.6 billion annually for public services.
These 20 states, representing just 40 percent of the
nation’s total states, will incur 83 percent of the
country’s future local public-service costs annually
at the end of the period 2000 to 2025. The fastest-
growing state (California) will spend $27.9 billion an-
nually, over 70 percent more than the next-fastest-
growing state (Florida), and one-fifth of the total
additional annual local public-service costs nation-
wide. Florida’s projected household growth is 80 per-
cent that of California; its projected public-service-
cost growth is only 60 percent that of California. The
third fastest-growing state (Texas) will also incur more
than $10 billion in added local annual public-service
costs; this is again a lower percentage of all service
cost increases than its percentage of all growth in-
creases. All of the aforementioned states are in either
the South or the West, the fastest-growing regions of
the United States during the projection period.

Revenues

Future revenue income basically parallels future con-
centrations of population growth and property invest-
ment. The top 20 states will receive $80.0 billion
annually in revenues to support local public services
(see Table 9.7). The top 20 states (sorted by public-
service costs) will receive 81 percent of the nation’s
future annual revenue in 2025. Two states will re-
ceive more than $10 billion annually; these are Cali-
fornia and Florida, with $16.0 billion and $10.3 bil-
lion, respectively. All of the states in the top 20 will
receive more than $1 billion in revenues annually.
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

EA Costs Revenues Impact Costs Revenues Impact

Difference
Controlled

minus
Uncontrolled

Los Angeles-Riverside-
Orange, CA-AZ 11,899 7,203 -4,696 11,607 6,447 -5,160 -464
San Francisco-Oakland-
San Jose, CA 6,971 3,893 -3,078 6,742 3,516 -3,226 -148
Miami-Fort Lauderdale,
FL 5,321 3,406 -1,915 5,037 2,880 -2,157 -242
Dallas-Fort Worth, TX-
AR-OK 4,886 2,681 -2,205 4,706 2,461 -2,246 -41
Houston-Galveston-
Brazoria, TX 4,508 2,843 -1,600 4,299 2,750 -1,486 114
Phoenix-Mesa, AZ-NM 4,439 2,727 -1,711 4,214 2,493 -1,720 -9
Denver-Boulder-Greeley,
CO-KS-NE 4,314 3,543 -771 3,946 3,200 -747 25
San Diego, CA 4,265 2,434 -1,831 4,052 1,973 -2,079 -248
Washington-Baltimore,
DC-MD-VA-WV-PA 4,085 4,259 174 5,165 4,339 -826 -1,000
Orlando, FL 4,043 2,446 -1,597 3,841 2,204 -1,637 -40
Seattle-Tacoma-
Bremerton, WA 3,858 2,271 -1,587 3,708 2,133 -1,576 11
Atlanta, GA-AL-NC 3,802 2,952 -850 4,062 2,967 -1,096 -246
New York-Northern New
Jersey-Long Island, NY-
NJ-CT-PA-MA-VT 3,181 4,469 1,288 3,099 5,018 1,918 630
Minneapolis-St. Paul,
MN-WI-IA 3,069 1,832 -1,237 2,954 1,885 -1,069 168
Las Vegas, NV-AZ-UT 2,824 1,846 -978 2,683 1,642 -1,042 -63
Chicago-Gary-Kenosha,
IL-IN-WI 2,806 2,645 -161 2,748 2,662 -86 75
Sacramento-Yolo, CA 2,798 1,596 -1,202 2,671 1,591 -1,080 122
Tampa-St. Petersburg-
Clearwater, FL 2,462 1,473 -988 2,278 1,328 -950 39
San Antonio, TX 2,453 1,204 -1,248 2,334 1,125 -1,208 40
Portland-Salem, OR-WA 2,359 1,338 -1,021 2,372 1,305 -1,067 -47
Salt Lake City-Ogden,
UT-ID 2,018 1,058 -960 1,869 873 -996 -36
Boston-Worcester-
Lawrence-Lowell-
Brocktn, MA-NH-RI-VT 1,975 2,101 125 1,915 2,965 1,050 925
Jacksonville, FL-GA 1,821 1,230 -591 1,752 1,369 -383 208
Fresno, CA 1,680 774 -906 1,596 852 -744 162
Raleigh-Durham-Chapel
Hill, NC 1,615 1,006 -608 1,543 1,038 -505 103
Philadelphia-
Wilmington-Atlantic
City, PA-NJ-DE-MD 1,505 1,787 281 1,561 1,712 151 -130
Austin-San Marcos, TX 1,435 792 -643 1,362 799 -564 80
Indianapolis, IN-IL 1,389 978 -410 1,368 1,325 -43 367
Columbus, OH 1,358 994 -364 1,286 1,170 -116 249
Charlotte-Gastonia-Rock
Hill, NC-SC 1,323 794 -529 1,262 872 -390 139
Top 30 EAs 100,462 68,577 -31,820 98,033 66,892 -31,078 742
United States 143,242 99,389 -43,788 139,190 99,544 -39,583 4,205

Source: Center for Urban Policy Research, Rutgers University.

Table 9.8
Annual Net Fiscal Impact—Uncontrolled- and Controlled-Growth Scenarios

United States and by EA: 2000 to 2025
(in $ Million)
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Net Fiscal Impact

The net fiscal impact for the top 20 spending states
will be a cost to local governments of $38.5 billion
more annually than they will collect in revenues (see
Table 9.7). The largest fiscal deficit under the uncon-
trolled-growth scenario is in the state of California
($11.8 billion). Michigan and Ohio evidence a fiscal
surplus relative to development, of $0.1 billion each.

Controlled Growth

Costs

Under a controlled-growth scenario, the top 20 states,
representing 82 percent of future national public-ser-
vice costs, experience annual local government costs
of $113.9 billion (Table 9.7). The pattern of costs,
though at a slightly lower level, essentially follows
that of the uncontrolled-growth scenario. Like the
uncontrolled-growth scenario, most annual expendi-
tures take place in California ($27.8 billion), Florida
($15.6 billion), and Texas ($15.3 billion).

Revenues

The top 20 spending states will receive $77.3 billion
in annual revenues out of a national total of $99.6
billion. California receives the most at $14.5 billion.
Florida and Texas follow closely behind with annual
revenues of $9.6 billion and $8.4 billion, respectively.
The order of the states with respect to revenues un-
der the controlled-growth scenario remains essentially
unchanged when compared with the order of states
under the uncontrolled-growth scenario. The lowest
expected annual revenue total to support the costs of
development for a top-20 state, is just over $1 bil-
lion.

Net Fiscal Impact

The net fiscal impact for the top 20 spending states
under the controlled-growth scenario will be a net
annual cost to local governments of $36.6 billion more
than they will collect in revenues (see Table 9.7). The
three largest annual fiscal deficits again occur in Cali-
fornia ($12.4 billion), Florida ($5.9 billion), and Texas
($6.8 billion). In the top 20 states, Ohio and Michi-
gan have annual surpluses of $456 million and $250
million, respectively. The balance of the states have
deficits no greater than $500 million or surpluses no
greater than $950 million(see Table 9.7).

Controlled versus Uncontrolled
Growth

Fiscal Impact Differences

While the top 20 states still have a $36.6 billion an-
nual deficit under the controlled-growth scenario, this
deficit is reduced by 5 percent or $1.9 billion relative
to the controlled-growth scenario (see Table 9.7).
Sixty percent (12) of these 20 states have reduced
annual fiscal deficits, with the notable exception of
California, whose annual deficit increases by $0.6 bil-
lion over the period. Only 25 percent of the 50 states
show increases in their annual deficits, with 60 per-
cent under $0.1 billion. The largest annual surplus
occurs in New Hampshire, which increases its exist-
ing surplus by 53 percent from 2000 to 2025.

EAs

Uncontrolled Growth

Costs

Table 9.8 lists the top 30 EAs in public-service costs
in descending order of their magnitude of spending.
The top 30 EAs will expend $100.5 billion annually
for new public services. These 30 EAs, which make
up 17 percent of the nation’s EAs, will incur 70 per-
cent of the nation’s additional annual public-service
costs in 2025. The first five EAs in order of annual
spending are from the three fastest-growing states,
California, Florida, and Texas, and are the EAs that
contribute heavily to the growth of these states. Cali-
fornia is represented by the top two EAs on the list,
the Los Angeles-Riverside-Orange, CA-AZ EA and
the San Francisco-Oakland-San Jose, CA EA. They
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will expend $11.9 billion and $6.9 billion annually
for new public services, respectively. Florida is home
to the third-highest EA in costs for new public ser-
vices, the Miami-Fort Lauderdale, FL EA, spending
$5.3 billion annually. The final two EAs of the top
five are in Texas, the Dallas-Fort Worth, TX-AR-OK
EA and the Houston-Galveston-Brazoria, TX, EA,
which will spend $4.9 billion and $4.5 billion annu-
ally, respectively. All top 30 EAs have public-service
costs in excess of $1.3 billion annually under the un-
controlled-growth scenario.

Revenues

The top 30 EAs, representing 17 percent of the
nation’s EAs, receive annual local public-service rev-
enues of $68.6 billion out of national total revenue
receipts of $99.4 billion (Table 9.8). The top two EAs,
the Los Angeles-Riverside-Orange, CA-AZ EA and
the San Francisco-Oakland-San Jose, CA EA, will
receive $7.2 billion and $3.9 billion annually, respec-
tively. The other EA with revenues above $3 billion
is the Miami-Fort Lauderdale, FL EA, with an income
of $3.4 billion annually. All 30 EAs have revenues of
at least $750 million annually.

Net Fiscal Impact

The net fiscal impact for the top 30 spending EAs
will be a cost to local governments of $31.8 billion
more than they will collect in revenues annually (see
Table 9.8). The largest two fiscal deficits under the
uncontrolled-growth scenario occur in the Los Ange-
les-Riverside-Orange, CA-AZ ($4.7 billion annually)
and the San Francisco-Oakland-San Jose, CA EA
($3.1 billion annually). Only four East Coast EAs in
the top 30 show a surplus. They are the New York-
Northern New Jersey-Long Island, NY-NJ-CT-PA-
MA-VT EA ($1.3 billion annually); the Washington-
Baltimore, DC-MD-VA-WV-PA EA ($174 million
annually), the Boston-Worcester-Lawrence-Lowell-
Brockton, MA-NH-RI-VT EA ($125 million annu-
ally) and the Philadelphia-Wilmington-Atlantic City,
PA-DE-NJ EA ($281 million annually).

Controlled Growth

Costs

Under a controlled-growth scenario, the top 30 EAs,
representing 70 percent of future national public-ser-
vice costs, experience annual costs of $98.0 billion,

a saving of $2.4 billion (Table 9.8). The pattern of
costs, though at a lower level, follows that of the un-
controlled-growth scenario.

Revenues

The top 30 spending EAs will receive annual rev-
enues of $66.9 billion out of a national total of $99.5
billion. The Los Angeles-Riverside-Orange, CA-AZ
EA receives the most annual revenues at $6.4 billion.
The New York-Northern New Jersey-Long Island,
NY-NJ-CT-PA-MA-VT EA, which is 13th on the list
of highest-spending EAs, is second in revenues raised,
with $5.0 billion annually. The lowest expected an-
nual revenue for a top-30 EA is just below $800 mil-
lion (Austin-San Marcos, TX EA).

Net Fiscal Impact

The net fiscal impact for the top 30 spending EAs
under the controlled-growth scenario will be a cost
to local governments of $31.0 billion more than they
will collect in revenues (see Table 9.8). The largest
two fiscal deficits again occur in Los Angeles-River-
side-Orange, CA-AZ ($5.2 billion annually) and San
Francisco-Oakland-San Jose, CA ($3.2 billion annu-
ally). Only three of the original four East Coast EAs
now show a surplus. They are: the New York-North-
ern New Jersey-Long Island, NY-NJ-CT-PA-MA-VT
EA ($1.9 billion annually), the Boston-Worcester-
Lawrence-Lowell-Brockton, MA-NH-RI-VT EA
($1.1 billion annually), and the Philadelphia-
Wilmington-Atlantic City, PA-DE-NJ EA ($151 mil-
lion annually).

Controlled versus Uncontrolled
Growth

Fiscal Impact Differences

While the top 30 EAs will have a $31.1 billion an-
nual deficit under the controlled-growth scenario, this
deficit is reduced by $742 million annually from the
uncontrolled-growth scenario (see Table 9.8). Nearly
60 percent of these EAs will exhibit reduced deficits,
with two notable exceptions: the Washington-Balti-
more, DC-MD-VA-WV-PA EA and the Los Angeles-
Riverside-Orange, CA-AZ EA, whose annual defi-
cits will increase by $1.0 billion and $0.5 billion,
respectively.
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COUNTIES

Uncontrolled Growth

Costs

The annual costs of future public services are pre-
sented in Table 9.9 for the nation’s top 50 spending
counties. Aggregate costs for these counties are $62.0
billion annually. Thus, only 1.5 percent of the coun-
ties nationwide will experience 43 percent of the to-
tal future annual public-service costs. San Diego, CA,
Maricopa, AZ, and Los Angeles, CA, the top three
counties, will experience annual public-service costs
of $4.3 billion, $3.9 billion, and $3.1 billion, respec-
tively. These counties are in California, or the West
region; all spend in excess of $3 billion annually. Each
county in the top 50 will expend at least $1 billion
annually in public-service costs.

Revenues

The top 50 spending counties will collect $38.5 bil-
lion annually out of a total of $99.4 billion, or 39
percent. The two top counties, San Diego, CA, and
Maricopa, AZ, will collect over $2 billion each an-
nually. All top 50 counties will collect at least $200
billion each annually (see Table 9.9).

Net Fiscal Impact

The 50 top counties will experience a total deficit of
$23.5 billion annually out of a total of $43.8 billion, or
54 percent. The three top counties (San Diego, CA;
Maricopa, AZ; and Los Angeles, CA) will each experi-
ence annual deficits of over $1 billion, with essentially
all top 50 counties experiencing deficits (Table 9.9).

Controlled Growth

Costs

Under the controlled-growth scenario, the top 50
counties, representing 40 percent of future annual
national public-service costs, remain essentially stable
at $62.0 billion annually (Table 9.9). This is true even
though national public-service costs as a whole will drop
by 3 percent, or $4 billion, annually by the end of the
projection period. The largest change in the top 50 coun-
ties occurs in Los Angeles County, CA, which experi-
ences a doubling in costs to $6.4 billion annually over
the period. This $3.3 billion increase is due to the mag-

nitude of redirected growth that is projected for this
large county under the controlled-growth scenario.

Revenues

The top 50 counties will collect revenues that in the
aggregate will amount to $34.8 billion annually. This
reduction from $38.5 billion to $34.8 billion, repre-
sents a 10 percent decrease. The largest increase in a
top 50 county is in Los Angeles County, CA, wherein
public-service revenues increase by $1.8 billion to a
total of $3.2 billion annually.

Net Fiscal Impact

The net fiscal impact for the top 50 spending counties
under the controlled-growth scenario will be a cost to
local governments of $27.2 billion more annually than
they will collect in revenues (see Table 9.9). The larg-
est fiscal deficits again occur in San Diego County, CA;
Maricopa County, AZ; and Los Angeles County, CA.
There are significant deficits in Orange County, CA,
and Harris County, TX. Fiscal deficits in the counties
range from $1.1 billion to $2.1 billion annually. All other
counties in the top 50 have deficits of less than $1 bil-
lion annually. Only Bronx County, NY, shows a surplus
of about $100 million annually.

Controlled- versus Uncontrolled-
Growth

Fiscal Impact Differences

While overall the total deficits decrease under the con-
trolled-growth scenario, the top 50 counties, which pro-
vide the largest increases in public-service costs, show
fiscal impact deficit increases. These top 50 counties
have a $23.5 billion annual deficit under the uncon-
trolled-growth scenario, which increases by $3.7 bil-
lion to $27.2 billion under the controlled-growth sce-
nario (see Table 9.9). Thirty-two percent of these
counties (16) have decreased deficits under the con-
trolled-growth scenario, with the largest savings occur-
ring in Riverside County, CA—$768 million annually.

In the top 50 counties, lower revenues contribute to a
deficit for the controlled-growth scenario. This
anomaly of costs exceeding revenues under con-
trolled-growth is a function of reduced property
values due to non-single-family housing options
available under the controlled-growth scenario in
these areas.
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Uncontrolled-Growth Scenario Controlled-Growth Scenario

County Costs Revenues Impact Costs Revenues Impact

Difference
Controlled

minus
Uncontrolled

San Diego, CA 4,265 2,434 -1,831 4,052 1,973 -2,079 -248
Maricopa, AZ 3,941 2,485 -1,456 3,744 2,137 -1,608 -152
Los Angeles, CA 3,107 1,788 -1,319 6,389 3,187 -3,202 -1,883
Clark, NV 2,393 1,558 -835 2,273 1,359 -914 -80
Orange, CA 2,336 1,466 -870 2,444 1,317 -1,126 -256
Riverside, CA 2,302 1,378 -924 810 653 -156 768
San Bernardino, CA 2,228 1,357 -871 823 464 -359 512
Harris, TX 2,182 1,507 -675 2,436 1,388 -1,047 -372
Palm Beach, FL 1,819 971 -848 1,338 592 -746 102
Broward, FL 1,600 1,189 -411 1,594 975 -619 -207
Orange, FL 1,569 1,090 -479 1,490 939 -551 -72
Bexar, TX 1,553 775 -779 1,669 770 -900 -121
Tarrant, TX 1,498 783 -715 1,423 651 -772 -57
Hillsborough, FL 1,403 792 -611 1,538 807 -731 -120
Contra Costa, CA 1,378 722 -657 1,309 585 -724 -68
Sacramento, CA 1,378 772 -606 1,370 680 -690 -85
King, WA 1,273 829 -444 1,446 794 -653 -209
Santa Clara, CA 1,260 696 -563 1,757 876 -881 -318
Dade, FL 1,217 862 -355 1,715 1,102 -613 -258
Fairfax, F'fx City +
Falls Church, VA 1,089 1,057 -32 1,035 793 -242 -210
Pima, AZ 994 695 -299 944 625 -319 -20
Wake, NC 993 680 -313 944 685 -259 55
Arapahoe, CO 988 816 -173 939 661 -278 -105
Fresno, CA 975 447 -528 927 455 -472 57
Dallas, TX 944 826 -119 1,132 822 -310 -192
Mecklenburg, NC 868 494 -374 825 451 -374 0
Collin, TX 855 344 -511 812 336 -476 34
Hidalgo, TX 847 295 -552 777 266 -511 41
Alameda, CA 832 461 -370 1,543 689 -854 -484
Salt Lake, UT 830 446 -384 906 424 -481 -97
El Paso, TX 783 315 -469 745 285 -460 9
Pierce, WA 778 463 -315 744 400 -344 -29
Gwinnett, GA 754 485 -269 716 399 -317 -47
Solano, CA 741 449 -291 178 95 -83 209
Seminole, FL 695 422 -273 660 348 -312 -39
Snohomish, WA 688 391 -297 654 394 -260 37
Kern, CA 686 373 -313 367 309 -59 255
Franklin, OH 684 494 -190 692 436 -257 -67
Cobb, GA 672 540 -132 638 425 -213 -81
Fort Bend, TX 670 369 -301 637 379 -257 43
Washington, OR 660 214 -446 627 182 -446 1
Travis, TX 657 348 -308 886 391 -495 -186
Lake, IL 650 511 -139 617 413 -205 -66
Ventura, CA 607 443 -164 289 181 -109 55
Oakland, MI 591 750 159 567 663 96 -63
Montgomery, TX 570 396 -174 446 319 -127 47
Placer, CA 568 344 -224 540 460 -80 144
Du Page, IL 554 559 5 537 454 -83 -88
Bronx, NY 548 420 -128 529 628 99 227
Dakota, MN 543 232 -311 516 196 -320 -9
Top 50 Counties 62,017 38,532 -23,485 61,990 34,812 -27,177 -3,693
United States 143,242 99,389 -43,788 139,190 99,544 -39,583 4,205

Source: Center for Urban Policy Research, Rutgers University.

Table 9.9
Annual Net Fiscal Impact—Uncontrolled- and Controlled-Growth Scenarios

United States and by County: 2000 to 2025
(in $ Million)
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CONCLUSION—LOCAL
PUBLIC-SERVICE COSTS IN THE
UNITED STATES

All of the classical findings of fiscal impact analysis
are borne out in this study. Overall, residentially driven
growth is costly, especially if it takes place in coun-
ties that do not have sophisticated public-service sys-
tems. In these cases, dramatic changes must be un-
dertaken to adjust to the service demands of increasing
development. In undeveloped areas of counties na-
tionwide, reasonably sophisticated public safety, pub-
lic works, general government, and education services
must be provided. Governments in these locations must
respond to public-service demands of both residential
and nonresidential development, often using full-time
staffs, which soon may have union representation. As
such, providing public services is expensive.

On the other hand, once a critical mass has been
reached (as in close-in counties and reasonably de-
veloped areas of the nation), there are few service
areas that must be either initiated in whole or signifi-
cantly expanded. Government services can be pro-
vided by adding incrementally to a staff that need not
expand to a level that small public-service staffs might
need to. This is done within a context of revenues
that maximize the yield from real property valuation.
Costs are often lower in such locations and revenue
yields from property tax and non-property-tax sources
may be somewhat higher. The controlled-growth sce-

nario steers development into locations of established
service providers. In these locations, the system is
large enough to absorb demand without causing a pro-
portional increase in costs. Further, in these locations,
the revenue structure is more varied and encompass-
ing and is better able to respond to the costs of growth.

During the period 2000 to 2025, under normal or un-
controlled-growth, the nation will expend $143.2 bil-
lion annually for public services and will collect rev-
enues in the amount of only $99.4 billion annually,
for an annual fiscal deficit of $43.8 billion by 2025.
This is the reality of providing services mainly to resi-
dential development, which typically produces a nega-
tive fiscal impact due to the costs of schools.

Because more growth will take place in already de-
veloped areas under a controlled-growth scenario,
where public services are underutilized although
somewhat more costly, annual local public-service
costs will total only $139.2 billion. The decrease in
costs will be accompanied by a slight increase in lo-
cal revenues that will result in a total income of $99.5
billion annually. This is true because tax rates are
somewhat higher in these areas. The result will be a
reduced annual net fiscal impact deficit of $39.6 bil-
lion by 2025—a reduction of $4.2 billion annually
under the controlled-growth scenario compared with
the fiscal deficit under the uncontrolled-growth scenario.
Staying close in and being served by mature service
providers results in less of an annual fiscal loss under
the controlled-growth scenario.
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Real Estate Development
Costs in the United States:

Requirements under Sprawl
and Alternative Conditions

INTRODUCTION

The purpose of this chapter is to provide estimates of
the cost of new residential and nonresidential struc-
tures required to house the population and employ-
ment growth expected during the next 25 years un-
der two alternative development futures for the United
States. One future is uncontrolled growth, or sprawl;
the other is more-controlled or “smart” growth. In
the controlled-growth scenario, growth is encouraged
in the more built-up portions of each EA, both in the
more-developed counties and in the developed areas
of all counties. In addition, more non-single-family
development and higher densities occur in developed
areas under the controlled-growth alternative.

In the course of implementing growth management,
redevelopment should take place in more central lo-
cations, saving land at the periphery, and this should
be accomplished without raising regional property
development costs. If the processes that are used to
contain development are too growth limiting or in-
trusive, they may well increase the costs of residen-
tial and nonresidential development. The question to
be addressed here is whether newly formed house-
holds and places of employment face higher or lower

property costs due to sprawl compared with more
compact and controlled development. Do the growth
centralization and other mechanisms employed here
for alternative development cause households and
businesses to experience a difference in property ac-
quisition costs?

Three factors influence whether growth measures af-
fect development costs. The first is the cost of devel-
opment in the areas in which households and employ-
ees are locating; the second is the housing mix offered
in these locations; and the third is the density of fu-
ture property development. The Rutgers Development
Cost Model incorporates each of these factors in its
property cost determinations.

The chapter first describes the Rutgers Development
Cost Model and the procedure used to calculate the
costs of the residential and nonresidential structures
needed to accommodate future household and job
growth. Relationships inherent to a model that func-
tions at the national level yet is sensitive to subcounty
development differences are discussed. The chapter
concludes with the application of the Development
Cost Model to the alternative national growth sce-
narios (see also Burchell et al. 1992).
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CONCEPTUAL OVERVIEW AND
ASSESSMENT MODEL

The Rutgers Development Cost
Model

The Rutgers Development Cost Model calculates
changes in the price of residential and nonresidential
space related to the location, mix, and density at which
this space is developed. Typically, in urban center,
urban, suburban, and rural center counties, densities
and FARs are higher. This lowers the land cost of
property development as well as the price of developed
properties there. In rural and undeveloped counties, den-
sities and FARs are lower. This raises the land compo-
nent of property costs and the price of developed prop-
erties in typically higher-priced locations.

The model is sensitive to the types of changes taking
place under one or the other development scenario.
The model stores property value by location and fur-
ther calculates changes in property values relative to
changes in property mix and density of development.
These differences—location, mix, and density—are
the basic differences between the development sce-
narios. Aggregate property prices are determined for
the two scenarios, and differences between the alter-
natives are viewed in light of development differences
in the counties in which households and employees
have settled.

The basic differences between the two primary de-
velopment scenarios have been discussed in earlier
chapters of this report. Projected household and em-
ployment growth for each county under the uncon-
trolled-growth scenario are presented in chapter 3.
The alternative or controlled-growth scenario is dis-
cussed in chapter 4. The specific types and numbers
of residential dwelling units and amounts of nonresi-
dential space for each alternative are presented in
chapter 6. The scale and amounts of intercounty and
intracounty household and employment redirection
are also contained in chapter 6, together with resi-
dential and nonresidential densities for each scenario.
Other required data for the Development Cost Model
are the average costs of developing residential and
nonresidential structures in each county nationwide.
These will be discussed below.

Residential housing costs are the selling prices or
values of single-family detached and attached dwell-
ings, mobile homes, and multifamily units. The

Rutgers Development Cost Model requires inputs of
current housing prices (or rents, which are capital-
ized) for these dwelling-unit types, for all counties of
the country. The model also requires the land-cost
share of the housing price. This information is de-
rived from the 1990 U.S. Census of Population and
Housing updated to 2000 by the change in housing
prices noted in the American Housing Survey for the
10-year period from 1987 to 1997. Thus, current in-
formation on housing prices is approximated for 2000
by type of housing and by location.

Information on the land and structure components of
total housing costs is also required. This information
is obtained from the development community, both
residential and nonresidential. In the average case,
land costs are approximately 25 percent of total costs
for single-family detached dwellings; 20 percent for
single-family attached dwellings; 60 percent for mo-
bile homes; and about 10 percent for multifamily
dwellings. For the average nonresidential develop-
ment, land costs are about 20 percent of total costs
for office buildings; 30 percent for retail structures;
25 percent for industrial buildings; and about 15 per-
cent for warehouse structures (Burchell, Dolphin, and
Galley 2000).

Residential and nonresidential cost changes as a func-
tion of alternative development comprise both loca-
tion and housing mix differences. Moving in to the
extreme central part of a region often means lower
overall housing costs due to more single-family at-
tached and multifamily dwellings and the lower hous-
ing prices found there. On the other hand, the overall
housing mix in peripheral areas does not exhibit the
variety of more urban areas and usually density is
considerably lower; as a result, housing prices over-
all (not per  unit) are generally higher there than in
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urban areas. On the other hand, for single-family de-
tached housing, peripheral areas offer less expensive
housing than neighborhoods closer-in.

To calculate the effects of uncontrolled- and con-
trolled-growth development futures on housing costs,
the prices of various types of new housing are calcu-
lated for each of the counties. Price by structure type,
including the value of multifamily units determined
through rent capitalization, is disaggregated into land
and structure components according to the relation-
ships discussed above. Thus, if a new single-family
dwelling costs $160,000, $120,000 is assumed to be
structure cost; $40,000 is land cost. If density is in-
creased by 10 percent under controlled development,
the land portion of overall housing costs is decreased
by an appropriate amount, and a new price is calcu-
lated. In this case, it would be $120,000 (structure) +
$36,000 (land), or $156,000 (total value). These re-
lationships will be discussed in detail in subsequent
sections.

Data Sources and Manipulations:
Residential

The U.S. Census Public Use Microdata Sample
(PUMS) is used to provide county housing prices for
each of the basic housing types (single-family de-
tached and attached, mobile homes, and multifamily
units). To obtain the most current housing mix and
costs as a basis for the projection from 2000 to 2025,
the array and pricing structures of dwelling units built
between 1980 and 1990 were considered. Price by
type of unit was adjusted to 2000 by applying rates
of change in housing price by structure type from 1987
to 1997, using the 1987 and 1997 American Housing
Surveys. Next, it was necessary to determine current
pricing structure below the county level in both de-
veloped and undeveloped areas. Tables 10.1 and 10.2

present this data for the uncontrolled- and controlled-
growth scenarios, respectively.

To establish the appropriate costs for areas within each
county, the following assumption was made. In un-
developed, rural, and rural renter counties that es-
sentially are undeveloped, the average values obtained
from PUMS are considered representative of the
undeveloped areas of those counties. In their devel-
oped areas, housing prices (structure and land) are
increased by 50 percent. This was verified by check-
ing housing prices for freestanding large cities in coun-
ties. In the suburban, urban, and urban center coun-
ties, a similar procedure is employed. The PUMS-
determined county average is used for the developed
areas of these counties; in undeveloped areas, prices
are reduced by one-third. Again, this was checked
whenever possible using comparable municipal in-
formation on housing price.

Under the controlled-growth scenario, the growth of
single-family attached and multifamily housing types
is increased by 25 percent. Further, the density of all
development types is increased by 20 percent, except
in the undeveloped areas of rural and undeveloped
counties. The latter is a “design” density increase,
which means it is an increase usually not visible to
the naked eye. In the undeveloped areas of all coun-
ties, approximately 20 percent of the residential units
are developed in cluster developments wherein den-
sity is twice as high as the prevailing density of unde-
veloped areas. Additionally, all redirected residential
units into developed areas were priced five percent
higher than uncontrolled-growth units to accommo-
date the expected increased amenities in housing units
demanded by these households.

Data Sources and Manipulations:
Nonresidential

Average household incomes from PUMS data are
used to adjust data on construction costs per square
foot, obtained from the building industry, to provide
a unique per-square-foot cost by type of nonresiden-
tial property. This is done through the application of
differences in household income in counties to real
property construction costs. Costs per square foot are
determined for representative types of construction
(office, retail, industrial, warehouse) in a single
county. In determining these costs, information from
building industry cost sources was used to construct
the following regimen.
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Table 10.1
Average Residential Property Development Costs per Unit—Uncontrolled-Growth Scenario (in Dollars)

Developed Areas Undeveloped Areas Average of All Areas

Census
Region

County
Development

Type

Single-
Family

Detached

Single-
Family

Attached
Multi-
family

Mobile
Homes

Single-
Family

Detached

Single-
Family

Attached
Mobile
Homes

Single-
Family

Detached

Single-
Family

Attached
Multi-
family

Mobile
Homes

All Housing
Types

Undeveloped 277,439 195,702 90,138 89,675 184,967 130,475 59,786 220,430 204,373 106,438 62,557 167,090
Rural 359,938 233,169 114,926 99,347 240,291 155,645 66,317 295,057 200,770 110,203 68,259 235,647
Rural Center 230,215 157,123 79,690 56,488 154,034 105,138 37,782 216,151 157,130 82,622 50,678 154,192
Suburban 404,060 255,349 128,622 90,446 270,667 171,052 60,582 357,903 249,718 137,213 95,327 279,891
Urban 415,594 271,711 146,350 106,722 278,448 182,047 71,504 341,140 252,619 149,075 76,895 240,304

Northeast

Urban Center 345,264 247,474 149,628 N/A 231,136 165,653 N/A 265,324 214,470 149,628 N/A 228,162

Undeveloped 190,250 161,111 72,636 65,284 126,837 107,410 43,524 140,557 117,886 76,470 44,941 94,727
Rural 221,302 172,596 82,432 60,161 147,673 115,161 40,136 196,665 152,481 79,244 43,940 139,751
Rural Center 186,475 145,654 80,378 56,418 124,552 97,288 37,676 152,091 130,718 71,871 43,567 117,253
Suburban 213,983 148,950 80,113 44,780 143,275 99,716 29,978 222,292 145,485 82,365 41,564 160,882
Urban 245,964 160,556 92,735 41,978 164,796 107,572 28,125 281,132 178,721 98,686 43,202 197,852

Midwest

Urban Center 240,678 160,460 92,514 52,290 161,254 107,508 35,034 253,581 159,738 105,405 66,968 176,783

Undeveloped 196,107 131,468 69,866 66,072 130,743 87,648 44,049 166,073 121,775 118,060 47,412 98,629
Rural 219,748 152,355 79,457 66,134 146,625 101,654 44,125 186,020 144,339 91,211 52,592 130,958
Rural Center 186,385 132,378 74,650 54,212 124,553 88,462 36,224 154,947 131,506 69,069 41,349 100,923
Suburban 204,063 134,904 77,575 52,006 136,600 90,296 34,809 207,656 163,921 99,757 53,879 156,021
Urban 226,388 140,979 87,643 44,245 151,680 94,456 29,644 234,152 180,338 86,873 46,354 165,153

South

Urban Center 295,976 204,345 108,193 22,759 198,304 136,911 15,249 196,698 129,422 76,463 40,384 127,292

Undeveloped 256,097 180,615 95,295 102,696 170,760 120,426 68,475 229,305 182,197 98,028 82,930 175,881
Rural 310,477 193,119 107,584 101,139 207,442 129,021 67,558 293,015 259,163 106,337 89,455 235,391
Rural Center 206,823 131,016 76,933 76,476 138,235 87,568 51,106 183,199 133,986 74,804 64,142 120,164
Suburban 258,778 160,862 92,818 77,549 173,159 107,631 51,879 252,361 176,467 98,891 75,226 174,203
Urban 367,139 242,200 129,101 89,651 245,877 162,215 60,030 396,642 313,268 136,575 105,684 264,516

West

Urban Center 268,586 228,752 121,157 35,195 179,953 153,264 23,581 190,703 127,930 76,409 45,250 128,792

Undeveloped 206,572 152,522 75,614 72,366 137,723 101,686 48,247 194,145 163,645 103,313 57,466 131,506
Rural 242,192 170,365 86,293 70,485 161,638 113,691 47,036 223,465 193,190 94,152 56,899 163,001
Rural Center 197,397 138,694 77,636 61,907 131,921 92,689 41,364 176,058 135,943 73,875 55,778 118,774
Suburban 246,843 161,789 88,683 60,004 165,267 108,312 40,167 239,873 178,589 99,648 62,672 174,353
Urban 283,495 182,613 104,722 60,816 189,922 122,340 40,740 289,412 240,778 105,978 71,357 205,256

United
States

Urban Center 288,840 206,016 115,658 29,194 193,477 137,993 19,560 204,831 144,432 78,529 42,021 135,756

Source: U.S. Census. Data interpretation by the Center for Urban Policy Research.
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Table 10.2
Average Residential Property Development Costs per Unit—Controlled-Growth Scenario (in Dollars)

Developed Areas Undeveloped Areas Average of All Areas

Census
Region

County
Development

Type

Single-
Family

Detached

Single-
Family

Attached
Multi-
family

Mobile
Homes

Single-
Family

Detached

Single-
Family

Attached
Mobile
Homes

Single-
Family

Detached

Single-
Family

Attached
Multi-
family

Mobile
Homes

All Housing
Types

Undeveloped 277,439 195,702 90,138 89,675 180,344 130,475 56,199 213,850 207,160 107,889 58,669 161,205
Rural 359,938 233,169 114,926 99,347 234,285 155,645 62,338 286,620 192,825 109,935 64,315 223,585
Rural Center 220,630 151,906 78,366 50,837 144,349 105,138 32,098 211,465 153,503 82,407 45,970 147,671
Suburban 387,180 246,826 126,482 81,386 253,767 162,517 60,582 342,603 253,961 136,427 83,195 251,153
Urban 398,256 262,637 143,923 96,037 261,045 172,955 71,504 314,654 240,150 143,606 62,750 225,184

Northeast

Urban Center 330,856 239,210 147,142 N/A 216,696 157,380 N/A 249,655 210,542 164,209 N/A 210,642

Undeveloped 190,250 161,111 72,636 65,284 123,667 107,410 40,917 136,927 114,144 75,863 42,469 91,302
Rural 221,302 172,596 82,432 60,161 143,982 115,161 37,733 188,007 156,401 80,160 42,252 130,746
Rural Center 178,679 140,820 79,037 50,782 116,726 97,288 32,016 141,707 129,202 72,625 38,823 109,683
Suburban 205,082 143,981 78,787 40,298 134,319 94,722 29,978 210,670 143,587 81,591 37,099 144,015
Urban 235,763 155,212 91,197 37,784 154,490 102,190 28,125 271,540 173,423 97,113 37,329 179,130

Midwest

Urban Center 230,693 155,115 90,980 47,062 151,173 102,126 35,034 269,160 178,116 110,385 55,550 172,117

Undeveloped 196,107 131,468 69,866 66,072 127,475 87,648 41,406 162,197 131,675 123,431 44,644 94,518
Rural 219,748 152,355 79,457 66,134 142,960 101,654 41,477 177,468 138,628 90,524 49,747 120,277
Rural Center 178,651 127,961 73,404 48,808 116,682 88,462 30,709 150,851 128,570 68,945 37,380 96,118
Suburban 195,556 130,425 76,289 46,784 128,065 85,786 34,809 193,485 161,257 97,314 48,506 139,323
Urban 216,955 136,272 86,190 39,801 142,201 89,732 29,644 221,408 165,845 86,973 40,714 143,035

South

Urban Center 283,639 197,516 106,413 20,472 185,912 130,065 15,249 188,488 205,822 80,051 32,719 121,857

Undeveloped 256,097 180,615 95,295 102,696 166,489 120,426 64,366 212,685 177,143 94,880 77,443 161,113
Rural 310,477 193,119 107,584 101,139 202,255 129,021 63,505 277,638 264,236 105,446 83,060 219,604
Rural Center 198,191 126,660 75,655 68,834 129,623 87,568 43,470 178,795 131,582 74,487 58,491 111,424
Suburban 248,005 155,476 91,267 69,794 162,316 102,256 51,879 243,566 180,208 98,558 67,913 158,181
Urban 351,856 234,107 126,934 80,690 230,480 154,096 60,030 372,308 306,720 141,456 91,098 238,904

West

Urban Center 257,405 221,110 119,124 31,675 168,684 145,592 23,581 196,882 132,115 88,566 47,014 122,682

Undeveloped 206,572 152,522 75,614 72,366 134,280 101,686 45,353 181,820 157,265 107,859 53,363 120,622

Rural 242,192 170,365 86,293 70,485 157,597 113,691 44,215 210,045 187,606 92,473 52,739 147,783
Rural Center 189,169 134,081 76,343 55,724 123,641 92,689 35,142 169,438 133,520 73,615 50,142 110,928
Suburban 236,555 156,397 87,211 53,991 154,938 102,900 40,167 227,416 179,496 98,829 55,909 156,939
Urban 271,694 176,518 102,980 54,725 178,046 116,222 40,740 275,841 238,697 109,424 60,990 186,013

United
States

Urban Center 276,812 199,138 113,740 26,271 181,383 131,093 19,560 203,879 185,383 84,814 39,178 131,106
Source: U.S. Census. Data interpretation by the Center for Urban Policy Research.
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Costs per square foot for a developed location in sub-
urban Monmouth County, New Jersey, are $125 per
square foot for office space; $115 per square foot for
retail space; $80 per square foot for industrial space;
and $46 per square foot for warehouse space. These
costs include land. Nonresidential costs in undevel-
oped areas of counties are 25 percent less than in
developed areas. These base values, once put in place,
are adjusted for counties nationwide by differences
in household income.

Nonresidential costs are shown in Table 10.3. In an
unweighted average of county nonresidential costs,
there are reasonable construction cost differences by
county type. Under the controlled-growth scenario,
nonresidential density is increased only in developed
areas; undeveloped-area costs remain the same
(Table 10.4). The decrease in nonresidential-devel-
opment costs in the developed areas will be relatively
small under the controlled-growth scenario. Nonresi-

Developed Areas Undeveloped Areas

County Type Office Retail Industrial Warehouse Office Retail Industrial Warehouse

Undeveloped/Rural 67 61 43 26 54 49 34 21

Rural Center 87 79 56 33 70 63 44 26

Suburban 99 91 64 37 80 72 51 30

Urban/Urban Center 123 99 79 46 99 90 63 37

Source: Center for Urban Policy Research, Rutgers University.

Table 10.3
Average Nonresidential Property Development Costs per Square Foot

Uncontrolled-Growth Scenario
 (in Dollars)

Developed Areas Undeveloped Areas

County Type Office Retail Industrial Warehouse Office Retail Industrial Warehouse

Undeveloped/Rural 66 59 42 25 54 49 34 21

Rural Center 85 77 54 32 70 63 44 26

Suburban 97 88 62 37 80 72 51 30

Urban/Urban Center 121 96 77 45 99 90 63 37

Source: Center for Urban Policy Research, Rutgers University.

Table 10.4
Average Nonresidential Property Development Costs per Square Foot

Controlled-Growth Scenario
(in Dollars)

Uncontrolled Growth Controlled Growth Savings

Region Residential
Non-

residential Total Cost Residential
Non-

residential Total Cost Residential
Non-

residential
Total

Savings
Percentage

Savings

Northeast 434.5 256.1 690.6 385.9 250.3 636.2 48.6 5.8 54.4 7.9

Midwest 565.6 402.8 968.4 522.7 393.8 916.5 42.9 9.1 51.9 5.4

South 1,711.6 761.5 2,473.1 1,554.0 748.7 2,302.7 157.6 12.8 170.4 6.9

West 1,665.6 577.7 2,243.3 1,530.5 569.3 2,099.8 135.1 8.4 143.5 6.4

United States 4,377.3 1,998.1 6,375.4 3,993.0 1,962.1 5,955.1 360.2 38.4 420.3 6.6

Source: Center for Urban Policy Research, Rutgers University.

Table 10.5
Aggregate Property Development Costs—Uncontrolled- and Controlled-Growth Scenarios

by Region: 2000 to 2025
(in Billions of Dollars)
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dential developments normally do not consume much
land, therefore the difference in costs reflects the small
decrease in overall delivery price afforded by the in-
crease in density under the controlled-growth sce-
nario. The redirection of businesses to more-devel-
oped areas increases the construction costs, further
eroding the savings achieved by the increased den-
sity. There is no change in types of nonresidential use
under the controlled-growth scenario.

RESULTS OF THE ASSESSMENT:
THE UNITED STATES AND ITS
REGIONS

Uncontrolled Growth

To accommodate a growth of 23.5 million new house-
holds, containing 60.7 million persons, and a corre-
sponding growth of 49.4 million new jobs, residen-
tial and nonresidential space costing $6.4 trillion,
must be put in place during the period 2000 to 2025
(Table 10.5). Sixty-nine percent, or $4.4 trillion will
be required for residential development; 31 percent,
or $2.0 trillion, will be required for nonresidential
development. These amounts represent the costs of
delivering 26.5 million new dwelling units and
26.5 billion square feet of nonresidential space for
the projected 25-year future.

Of the four census regions of the United States, the
South will require the largest number of new homes
and nonresidential space. By 2025, almost $2.5 tril-
lion in new construction, or 39 percent of the nation-
wide total, will be required in this region. The break-
down for future residential and nonresidential
property development is 69/31, which is the same as
the distribution in the rest of the nation. The West,
with almost as much construction required as in the
South, will evidence $2.2 trillion in new construction,

approximately 35 percent of the nationwide total. In
this case, nonresidential property development costs
are less than 31 percent of all property development
costs. The Midwest, which has the third-largest share
of growth over the next 25 years, will experience
$1.0 trillion in new property development; this is
15 percent of the nationwide total. The Midwest re-
gion also has the highest nonresidential share of over-
all development costs, making up about 42 percent
of the total. The Northeast will require the remain-
der, approximately $0.7 trillion of new construction
costs, or 11 percent of the nationwide total. In this
region, nonresidential development costs represent
37 percent of overall development costs.

The average per-unit residential and nonresidential
costs for the nation as a whole and for each region
are presented in Table 10.6. The nationwide average
residential development cost per unit in 2000 dollars
is $167,038. Nonresidential average development cost
is $75.46 per square foot, or $75,463 per 1,000 square
feet. These are the weighted averages of the individual
costs encountered by new households and employ-
ees being housed in counties under the uncontrolled-
growth scenario.

Residential value represents the average cost for all
households. It is a combination of all housing types,
ranging from the relatively high-cost single-family
detached home to the relatively low-cost multifamily
dwelling unit. Residential and nonresidential costs in
the Midwest and the South are less than the U.S. av-
erages; while the Northeast and the West exceed the
nationwide averages. Although it appears that resi-
dential-unit costs are twice as high as nonresidential-
unit costs, this is misleading, since residential units
are at least twice the size, on average, of the 1,000-
square-foot size of the nonresidential unit of space.
Actually, their average per-square-foot development
costs are relatively comparable.
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Over the next 25 years, the property development
costs of single-family detached homes amount to
$2.1 trillion, or 48 percent of total development costs
of $4.4 trillion (Table 10.5). Thus, under the uncon-
trolled-growth scenario in the United States, the value
of single-family detached development is one-third
the cost of all development, including nonresidential
development.

Controlled Growth

Under the controlled-growth scenario, overall devel-
opment costs are reduced by $420 billion (Table 10.5).
This amounts to a decrease of nearly 7 percent nation-
wide. Thus, by (1) moving to the more developed coun-
ties of a region and to the more developed portions
of all counties, (2) increasing the share of single-fam-
ily attached and multifamily housing by 25 percent,
and (3) increasing density/FARs in developed areas
of counties by 20 percent, a near 7 percent saving can
be realized in property development costs. The South
region experiences the largest aggregate savings of
$170 billion, or approximately 7 percent of overall
property development costs. The West saves in ag-

gregate $144 billion, or over 6 percent of overall
property development costs. The Northeast evidences
one-third of the South’s aggregate savings—$54 bil-
lion, or 8 percent of overall property development
costs. The Midwest shows a similar amount saved—
$52 billion, or 5 percent of overall property devel-
opment costs. The Northeast and Midwest regions
exhibit the least savings due to less growth and exist-
ing higher-density areas; the West and South regions
exhibit the most savings due to their significant growth
and lower overall population density.

Average property development costs under controlled
growth are lowered in every region (Table 10.6).
Controlled growth lowers property development costs
because it is characterized by higher density, a redi-
rection of development, and more variation in hous-
ing mix (residential development only). On a percent
basis, overall savings nationwide amount to about 8
percent for residential development under the con-
trolled-growth scenario. Average nonresidential de-
velopment cost savings per unit are less significant,
with only a 1 percent saving nationwide under the
controlled-growth scenario.

Uncontrolled Growth Controlled Growth Residential Savings Nonresidential Savings

Region Residential
Non-

residential Residential
Non-

residential Unit Savings
Percentage

Savings Unit Savings
Percentage

Savings

Northeast 246,418 85,705 228,329 84,277 18,089 7.3 1,428 1.7
Midwest 150,377 73,643 140,907 72,789 9,470 6.3 854 1.2
South 140,118 71,945 128,381 71,033 11,737 8.4 912 1.3
West 196,747 77,695 181,793 77,119 14,954 7.6 576 0.7

United States 167,038 75,463 154,035 74,598 13,003 7.8 865 1.1

Source: Center for Urban Policy Research, Rutgers University.

Note: A nonresidential unit equals 1,000 square feet.

Table 10.6
Per-Unit Property Development Costs—Uncontrolled- and Controlled-Growth Scenarios

by Region: 2000 to 2025
(in Dollars)

Residential-Unit Savings Nonresidential-Unit Savings

Region

Single-
Family

Detached

Single-
Family

Attached Multifamily
Mobile
Homes Office Retail Industrial Warehouse

Northeast 13,419 -1,690 -1,534 6,755 1,902 2,410 1,558 520
Midwest 7,849 -814 -720 2,814 1,185 1,774 824 379
South 9,655 -1,116 597 3,777 1,109 1,706 724 308
West 11,947 -9,728 -4,550 7,830 858 1,641 836 152

United States 11,095 -4,529 -1,612 5,167 1,152 1,788 841 306

Source: Center for Urban Policy Research, Rutgers University.

Table 10.7
Per-Unit Property Development Cost Savings by Region: 2000 to 2025

(in Dollars)
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The specific per-unit cost savings for each of the resi-
dential- and nonresidential-unit types are presented
in Table 10.7. Specific per-unit savings vary by re-
gion. The Northeast evidences the largest savings in
single-family detached housing costs ($13,419) but
experiences increases in single-family attached costs
($1,690) and multifamily housing costs ($1,534) per
unit. These are the direct consequences of the differ-
ences in development costs in these regions, as well
as differences in pricing structure between their de-
veloped and undeveloped areas. These differences are
large in the Northeast and West for the types of hous-
ing found in developed areas: single-family attached
and multifamily units. Only the South experiences
savings in multifamily units as a result of the policies
of the controlled-growth scenario. The West exhibits
the second largest savings in single-family attached
units ($11,947) and the largest savings in mobile
homes ($7,830). All mobile home units decrease in
cost under the controlled-growth scenario.

With regard to nonresidential development, the North-
east experiences the largest savings for the four non-
residential types. The Midwest has the second high-
est per-unit cost savings for most nonresidential types.
Every type of nonresidential use exhibits cost sav-
ings under the controlled-growth scenario
(Table 10.7).

As stated previously, overall real estate cost savings
in the controlled-growth scenario is the product of
three different growth control measures affecting resi-
dential development and two different growth con-
trol measures affecting nonresidential development.
These are restated below. Residential and nonresi-
dential units are redirected to more-developed areas
producing different costs due to pricing and building
mixes at the new locations. The increase in design
density for all types of units (residential and nonresi-
dential) reduces expenses by lowering the land com-
ponent of building costs. Finally, the increase in
single-family attached and multifamily units of resi-
dential development in more central locations offers
potentially less-expensive housing due to the size and
density of the units. All redirected residential units
were priced five percent higher than uncontrolled-
growth units to accommodate the expected increased
amenities in housing units demanded by these house-
holds.The effect of all these measures is the achieve-
ment of the overall $420 billion savings nationwide
in the controlled-growth scenario. Table 10.8 illus-
trates the impact of each of the above growth control
measures on overall savings achieved.

The values presented in Table 10.8 represent the sav-
ings that result from a specific control measure sepa-
rately imposed on uncontrolled growth, thus provid-
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ing a sense of each unique impact of that control
measure on future property development costs. Due
to the separateness of application, each specification
of input fails to catch any savings or costs that might
occur if two or more controls act simultaneously.
Consequently, their sum does not add to the total sav-
ings, cumulatively achieved.

If it is desired to view the cumulative effect of a spe-
cific control measure given one or more of the other
controls previously imposed, the saving is computed

acknowledging a sequence involving those prior con-
ditions. The savings are then incremental and additive.

A residential sequence is presented in Table 10.9 to
show the cumulative effects. Separate and cumula-
tive per-unit savings for residential development is
shown. The sequence starts with increased density.
As expected, the increase in density for the projected
growth produces a per-unit savings of $5,448 since it
reduces the cost of land at most of the existing devel-
opment sites. The next control imposed is the redi-
rection of households, which results in an incremen-

Growth Control Change Residential Savings Nonresidential Savings

Development density/FAR increase (no household and
job redirection) 5,448 1,523

Household and job redirection using the existing housing
mix in all locations (no increase in density) -35,550 808

25% additional SFA & MF units in existing housing mix
(no redirection or increase in density) 19,767

All of the above components 13,003 865

Source: Center for Urban Policy Research, Rutgers University.

Table 10.8
Controlled-Growth Scenario—Residential and Nonresidential Per-Unit

Property Development Cost Savings for Each Control Measure Taken Separately
(in Dollars)

Growth Control Change
Savings Due to Increased

Density
Additional Savings Due

to Household Redirection

Additional Savings
Due to 25% Increase
in SFA & MF Units

Separate Savings 5,448 -35,078 42,081

Cumulative Savings 5,448 -29,630 13,003

Source: Center for Urban Policy Research, Rutgers University.

Table 10.9
Controlled-Growth Scenario—Residential Per-Unit Property Development Cost Savings

for Each Control Measure Taken Cumulatively
(in Dollars)

Growth Control Change
Savings

Due to Increased Density/FAR
Additional Savings

Due to Job Redirection

Development density/FAR increase
(no relocations) 1,523 -658
Cumulative Savings 1,523 865

Source: Center for Urban Policy Research, Rutgers University.

Table 10.10
Controlled-Growth Scenario—Nonresidential Per-Unit Property Development Cost Savings

for Each Control Measure Taken Cumulatively
(in Dollars)
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tal average cost increase of $35,078 per unit, pro-
ducing a total increase in cost of $29,630. Contrary
to expectations, redirecting portions of growth to
more-developed areas (often higher-cost areas) pro-
duces an increase in overall development costs (cost
increases or negative savings). Finally, the shift to
25 percent more single-family attached (SFA) and
multifamily (MF) units saves an additional $42,633
per unit. Encouraging more single-family attached and
multifamily housing as part of the controlled-growth
scenario produces significant savings in overall hous-
ing costs. The combined savings of the three compo-
nents of growth control adds to savings of $13,003
per unit as shown in Table 10.6.

The per-unit savings for nonresidential development
under the controlled-growth scenario is presented in
Table 10.10. Since there are only two controls, the
increased FAR and the redirection of jobs, only two
steps are required to show the savings. The initial
savings due to density increase ($1,523) are identical
to the dollar values shown in Table 10.8. The second
savings due to job redirection ($-658) is actually a
cost increase. These combine to produce an overall
cost savings of $865 per unit or per 1000 square feet
of nonresidential development.

Thus, the controlled-growth scenario, which involves
three residential and two nonresidential controls, ex-
hibits a savings in property development costs over-
all even though one component of this overall saving
amounts to a cost increase. In both the residential and
nonresidential case, this cost increase is the result of
moving from a farther-out to a closer-in county. Thus,
in order for a redistribution of households and jobs
to take place for growth control measures, this must
be accompanied by a density and residential mix
change to prevent overall residential and nonresiden-
tial development costs from increasing. This is con-
sistent with the findings of chapter 14, in which it

was found that development costs decrease with dis-
tance from a central county or city.

STATES

Uncontrolled Growth

Table 10.11 lists the states in descending order of to-
tal future property development costs incurred. The
top 20 states will require new residential and non-
residential construction amounting to $5.0 trillion.
These 20 states, which make up 40 percent of the na-
tion, will incur 79 percent of the nation’s future prop-
erty development costs for the period 2000 to 2025.
The fastest-growing state (California) will spend
$1.2 trillion, more than twice as much as the next high-
est state (Florida) and almost one-fifth of future de-
velopment costs nationwide. This is primarily the re-
sult of the high cost of housing in California. Florida’s
projected household growth is 80 percent that of Cali-
fornia; its residential property development costs are
only 48 percent of those of California. The next state
(Texas) will also incur more than $500 billion in new
property development costs. All of the aforementioned
states are in either the South or the West regions, the
fastest-growing regions of the United States over the
projection period.

Residential development costs will average $176,301
per dwelling unit in the top 20 states, approximately
6 percent higher than the national average of $167,037
(Table 10.12). Although in the middle section of fu-
ture aggregate property development costs due to its
moderate growth, Hawaii will spend $353,113 per
future residential unit, more than any other state and
twice the national average. Seven other states will
spend in excess of $250,000 per unit for new resi-
dential dwellings. Four of the seven are in the top 20
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most costly property development states. They are
California, Maryland, New Jersey, and Massachusetts
at $266,703, $270,046, $295,915 and $265,311 per
residential unit, respectively. The other three are New
Hampshire, Connecticut and Rhode Island, with costs
of $284,550, $319,502 and $258,168 per residential
unit, respectively.

Future concentrations of aggregate nonresidential
property investment costs basically parallel future
concentrations of residential property investment
costs. Jobs follow people and vice versa. Thus, there
is a fairly consistent ratio of nonresidential to resi-
dential property costs. On a per-unit basis, the aver-
age cost for a nonresidential unit (1,000 square feet)

Table 10.11
Aggregate Property Development Costs—Uncontrolled- and Controlled-Growth Scenarios

by State: 2000 to 2025
($ Billions)

Uncontrolled Growth Controlled Growth Savings

State Residential
Non-

residential Total Cost Residential
Non-

residential Total Cost Residential
Non-

residential
Total

Savings
Percentage

Savings

California 867.1 289.9 1,157.0 798.2 285.1 1,083.3 68.9 4.8 73.7 6.4
Florida 399.2 151.0 550.2 374.3 148.4 522.7 24.9 2.6 27.5 5.0
Texas 353.3 163.9 517.2 321.8 161.4 483.2 31.5 2.5 34.0 6.6
Virginia 180.1 69.4 249.5 150.9 65.6 216.5 29.2 3.8 33.0 13.2
Georgia 163.5 68.7 232.2 153.0 67.7 220.7 10.4 1.0 11.5 4.9
Arizona 158.9 51.0 209.9 144.9 49.6 194.5 14.0 1.4 15.4 7.3
Washington 150.4 52.7 203.1 134.4 51.7 186.2 16.0 0.9 16.9 8.3
North Carolina 122.4 59.3 181.7 112.9 58.6 171.5 9.5 0.7 10.2 5.6
Illinois 105.1 76.5 181.6 94.8 74.9 169.7 10.2 1.6 11.8 6.5
Maryland 135.4 45.9 181.3 100.5 42.2 142.7 34.9 3.7 38.6 21.3
Colorado 118.9 46.8 165.7 103.4 46.0 149.4 15.5 0.9 16.3 9.8
New York 77.2 71.2 148.4 74.4 71.3 145.7 2.8 -0.1 2.7 1.8
Ohio 83.1 61.0 144.1 80.3 60.0 140.3 2.8 1.0 3.8 2.6
Pennsylvania 86.3 56.7 143.0 73.5 57.7 131.2 12.8 -1.0 11.8 8.3
Michigan 81.8 60.0 141.8 74.6 58.7 133.3 7.2 1.3 8.5 6.0
New Jersey 88.9 47.3 136.2 76.0 42.4 118.4 12.9 4.9 17.8 13.0
Tennessee 87.1 41.4 128.6 81.5 41.0 122.5 5.7 0.5 6.1 4.8
Massachusetts 76.5 41.0 117.6 75.5 39.7 115.1 1.1 1.3 2.4 2.0
Minnesota 73.1 42.5 115.6 69.9 42.6 112.5 3.3 -0.1 3.2 2.7
South Carolina 76.5 31.1 107.6 69.4 30.8 100.2 7.1 0.4 7.4 6.9
Indiana 68.0 39.5 107.4 62.6 38.3 100.8 5.4 1.2 6.6 6.1
Nevada 72.1 28.3 100.4 64.9 27.9 92.8 7.2 0.3 7.5 7.5
Utah 63.2 26.9 90.1 57.8 26.5 84.3 5.5 0.4 5.9 6.5
Wisconsin 56.2 33.6 89.8 48.8 32.1 80.9 7.4 1.5 8.9 9.9
Oregon 62.5 27.0 89.4 59.5 27.4 87.0 2.9 -0.5 2.5 2.8
Hawaii 63.1 13.8 77.0 63.8 14.5 78.3 -0.7 -0.6 -1.3 -1.7
Alabama 46.6 25.5 72.1 43.1 25.0 68.1 3.5 0.5 4.0 5.5
Missouri 39.4 32.2 71.6 37.3 30.4 67.7 2.0 1.8 3.8 5.3
Louisiana 35.4 23.3 58.7 30.3 22.9 53.1 5.1 0.4 5.5 9.5
New Mexico 39.0 14.3 53.3 36.9 14.1 51.0 2.1 0.2 2.3 4.3
Kentucky 29.8 22.6 52.4 27.4 22.1 49.5 2.4 0.5 2.9 5.5
New Hampshire 38.5 9.2 47.7 23.1 9.0 32.1 15.4 0.2 15.6 32.7
Oklahoma 21.8 16.9 38.6 20.4 16.7 37.1 1.4 0.2 1.6 4.0
Kansas 20.2 16.7 36.8 18.0 16.4 34.4 2.2 0.3 2.4 6.6
Idaho 26.1 9.7 35.8 24.8 9.3 34.2 1.3 0.3 1.6 4.5
Maine 25.2 7.1 32.3 23.7 7.0 30.7 1.5 0.0 1.6 4.8
Mississippi 19.5 12.7 32.2 18.7 12.7 31.4 0.8 0.0 0.9 2.7
Iowa 13.3 18.5 31.9 12.6 18.3 30.9 0.7 0.3 1.0 3.1
Arkansas 18.2 13.4 31.6 17.4 13.6 30.9 0.8 -0.1 0.7 2.1
Alaska 22.3 8.8 31.1 20.4 8.7 29.1 1.9 0.1 2.0 6.5
Connecticut 13.4 15.0 28.4 13.7 14.5 28.2 -0.3 0.6 0.3 0.9
Nebraska 14.7 11.5 26.2 13.7 11.3 25.0 1.0 0.2 1.2 4.5
Rhode Island 14.5 5.4 19.9 12.8 5.5 18.2 1.7 0.0 1.7 8.4
Montana 13.8 5.5 19.3 13.4 5.5 18.9 0.4 0.0 0.4 2.2
Delaware 14.5 4.4 18.9 13.8 4.7 18.5 0.7 -0.2 0.4 2.2
Vermont 14.0 3.2 17.2 13.3 3.2 16.5 0.6 0.0 0.7 3.9
West Virginia 8.3 8.1 16.3 5.3 7.5 12.8 3.0 0.6 3.5 21.7
South Dakota 6.5 6.2 12.7 6.2 6.1 12.4 0.3 0.1 0.3 2.6
Wyoming 8.2 2.9 11.1 7.9 2.9 10.8 0.2 0.0 0.3 2.4
North Dakota 4.1 4.8 8.9 3.8 4.7 8.5 0.4 0.1 0.4 5.0
Top 20 States 3,484.9 1,527.3 5,012.2 3,164.3 1,495.4 4,659.7 320.6 31.9 352.5 7.0

United States 4,377.3 1,998.1 6,375.4 3,993.0 1,962.1 5,955.1 384.2 36.0 420.3 6.6

Source: Center for Urban Policy Research, Rutgers University.
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in the top 20 states is $78,592; this is $3,129 higher
than the national average. Three states exceed $94,000
for nonresidential property development costs per
1,000 square feet: New Jersey at $94,124, Massachu-
setts at $95,628, and Connecticut at $100,988.

Controlled Growth

The top 20 states, representing 80 percent of future
property development costs, reduce their costs from
$5.0 trillion to $4.7 trillion, a saving of $353 billion,
or 7 percent (Table 10.11). This amounts to 84 per-
cent of the overall $420 billion saving. Of the

Table 10.12
Per-Unit Property Development Costs—Uncontrolled- and Controlled-Growth Scenarios

by State: 2000 to 2025
 (in Dollars)

Uncontrolled Growth Controlled Growth Residential Savings Nonresidential Savings

State Residential
Non-

residential Residential
Non-

residential Unit Savings
Percentage

Savings Unit Savings
Percentage

Savings

California 266,703 88,662 247,250 87,748 19,454 7.3 914 1.0
Florida 147,252 75,987 138,337 74,269 8,915 6.1 1,718 2.3
Texas 119,971 70,920 109,315 69,873 10,655 8.9 1,048 1.5
Virginia 234,315 90,467 209,619 88,383 24,696 10.5 2,085 2.3
Georgia 148,398 74,058 137,163 74,022 11,234 7.6 36 0.0
Arizona 132,857 66,947 122,026 65,980 10,831 8.2 968 1.4
Washington 164,285 74,652 150,001 73,949 14,285 8.7 703 0.9
North Carolina 126,922 68,493 116,926 67,659 9,997 7.9 834 1.2
Illinois 243,889 83,367 224,638 82,412 19,251 7.9 956 1.1
Maryland 270,046 95,129 228,473 93,651 41,572 15.4 1,479 1.6
Colorado 161,601 67,987 141,280 67,960 20,321 12.6 27 0.0
New York 231,767 85,513 222,614 84,667 9,153 3.9 846 1.0
Ohio 140,815 71,519 135,376 70,935 5,439 3.9 584 0.8
Pennsylvania 204,820 76,712 190,626 75,683 14,194 6.9 1,029 1.3
Michigan 143,882 78,253 133,419 77,019 10,463 7.3 1,234 1.6
New Jersey 295,915 94,124 282,843 92,707 13,071 4.4 1,417 1.5
Tennessee 125,926 65,853 117,341 65,715 8,586 6.8 138 0.2
Massachusetts 265,311 95,628 240,001 92,594 25,309 9.5 3,033 3.2
Minnesota 164,379 79,130 155,060 79,394 9,319 5.7 -264 -0.3
South Carolina 126,185 67,602 117,356 66,826 8,829 7.0 776 1.1
Indiana 133,767 67,207 124,341 66,284 9,426 7.0 924 1.4
Nevada 147,977 74,522 133,338 73,078 14,639 9.9 1,444 1.9
Utah 137,608 66,859 126,387 66,228 11,221 8.2 631 0.9
Wisconsin 138,213 68,646 126,193 67,585 12,020 8.7 1,061 1.5
Oregon 137,519 67,199 126,609 68,090 10,910 7.9 -891 -1.3
Hawaii 353,113 88,377 364,111 92,144 -10,998 -3.1 -3,768 -4.3
Alabama 98,429 60,855 91,200 60,722 7,229 7.3 132 0.2
Missouri 116,013 69,988 115,102 68,697 912 0.8 1,292 1.8
Louisiana 95,181 61,807 86,178 61,427 9,004 9.5 380 0.6
New Mexico 129,915 62,879 123,498 62,486 6,417 4.9 393 0.6
Kentucky 100,994 60,172 94,432 59,454 6,562 6.5 718 1.2
New Hampshire 284,550 76,260 246,520 75,888 38,030 13.4 372 0.5
Oklahoma 94,663 64,787 88,913 64,370 5,750 6.1 417 0.6
Kansas 153,988 72,073 139,810 70,586 14,178 9.2 1,487 2.1
Idaho 135,372 54,417 129,153 53,880 6,219 4.6 537 1.0
Maine 208,557 67,908 196,064 67,685 12,493 6.0 223 0.3
Mississippi 91,772 55,583 87,789 55,676 3,983 4.3 -93 -0.2
Iowa 107,939 66,730 102,125 65,806 5,814 5.4 923 1.4
Arkansas 97,594 52,573 92,727 53,079 4,867 5.0 -507 -1.0
Alaska 167,045 82,803 152,874 81,551 14,171 8.5 1,252 1.5
Connecticut 319,502 100,988 301,575 100,274 17,927 5.6 714 0.7
Nebraska 127,507 66,760 118,730 65,664 8,778 6.9 1,095 1.6
Rhode Island 258,168 84,337 206,501 85,005 51,667 20.0 -669 -0.8
Montana 137,350 52,395 133,333 52,234 4,017 2.9 162 0.3
Delaware 188,944 82,805 193,480 82,601 -4,537 -2.4 204 0.2
Vermont 212,648 67,434 202,986 66,989 9,662 4.5 445 0.7
West Virginia 105,209 55,889 86,309 55,430 18,900 18.0 459 0.8
South Dakota 101,249 59,151 97,237 58,479 4,013 4.0 672 1.1
Wyoming 135,080 56,448 131,783 56,059 3,297 2.4 389 0.7
North Dakota 108,990 64,138 99,555 62,946 9,435 8.7 1,191 1.9
Top 20 States 176,301 78,592 161,867 77,533 14,434 8.2 1,059 1.3

United States 167,037 75,463 154,036 74,598 13,001 7.8 865 1.1

Source: Center for Urban Policy Research, Rutgers University.
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20 states, California evidences the largest saving,
$74 billion, amounting to a 6 percent saving state-
wide. California’s saving is $35 billion more than the
second highest state, Maryland, which evidences a
property development cost saving of approximately
$39 billion. Nonresidential savings are minimal for
most states, with California experiencing also the larg-
est savings in nonresidential costs under the con-

trolled-growth scenario ($5 billion). Four other states
(Maryland, Texas, Virginia, and Florida) have com-
bined residential and nonresidential property devel-
opment cost savings that exceed $25 billion. They
range from $38.6 billion in Maryland to just above
$27 billion in Florida. The only state that has a very
small increase in overall property development costs
($1.3 billion) under the controlled-growth scenario

Residential-Unit Savings Nonresidential-Unit Savings

State
Single-Family

Detached
Single-Family

Attached Multifamily
Mobile
Homes Office Retail Industrial Warehouse

California -2,471 -5,055 -9,099 6,760 1,402 2,109 643 1,801
Florida 5,274 995 1,290 3,711 1,310 1,926 1,169 -902
Texas 5,305 497 13 3,910 1,085 1,801 965 565
Virginia 14,954 -4,467 -3,103 4,823 2,969 3,159 2,763 3,482
Georgia -1,042 -6,015 -1,027 3,897 594 1,397 591 3,101
Arizona 7,161 2,297 543 4,516 1,175 1,919 1,014 1,032
Washington 6,885 -1,508 -970 8,268 799 1,519 821 844
North Carolina 6,603 -419 429 2,664 776 1,308 513 225
Illinois 11,138 -2,180 177 1,910 1,628 2,241 1,314 3,167
Maryland 19,812 21,324 -6,244 17,751 3,409 3,147 456 7,631
Colorado 5,838 -1,388 -1,594 4,761 1,020 1,676 562 2,678
New York 7,367 -1,265 2,729 5,130 939 1,609 819 853
Ohio 696 403 -11 2,769 1,107 1,766 537 1,932
Pennsylvania 11,366 4,203 -72 3,450 1,847 2,333 719 2,562
Michigan 10,996 3,442 915 3,689 1,544 2,216 969 1,211
New Jersey 6,178 -1,532 -2,088 8,267 2,161 2,406 2,228 5,723
Tennessee 4,162 3,293 -2,482 3,041 305 716 399 1,047
Massachusetts 6,222 -7,598 -6,780 11,054 3,553 3,814 1,800 1,960
Minnesota 4,597 -682 -3,367 2,455 250 903 431 2,564
South Carolina 6,134 -1,816 -379 2,296 725 1,227 500 133
Indiana 9,745 2,423 420 2,576 1,020 1,482 568 934
Nevada 3,902 2,034 707 6,414 1,141 1,820 1,098 -342
Utah 7,786 900 412 3,435 1,029 1,506 943 1,845
Wisconsin 11,089 1,790 995 3,057 1,493 1,910 1,229 2,414
Oregon 740 3,609 -261 5,592 -384 395 776 2,696
Hawaii -28,640 -4,356 0 40,807 -4,417 -4,262 -1,936 -1,529
Alabama 9,250 -5,945 3,235 2,180 809 1,368 756 2,914
Missouri -1,640 -14,147 -6,562 2,456 1,520 2,134 1,200 1,934
Louisiana 9,995 616 363 1,972 886 1,616 584 1,406
New Mexico -1,110 -1,716 -585 4,942 432 928 489 756
Kentucky 7,769 2,660 338 2,428 852 1,345 687 295
New Hampshire 32,895 16,328 4,834 9,556 291 550 108 548
Oklahoma 1,991 69 -187 2,885 431 971 256 424
Kansas 11,470 1,882 509 3,270 1,300 2,168 785 -233
Idaho 6,707 -1,364 494 3,969 215 575 721 563
Maine 10,374 -2,388 1,304 7,100 67 407 75 -13
Mississippi 2,046 -918 1,105 1,906 -144 249 -32 75
Iowa 6,283 79 359 2,581 908 1,430 326 196
Arkansas 2,633 -11,807 -2,424 2,814 -807 -552 -404 -637
Alaska 14,033 2,885 718 4,315 1,261 1,729 936 446
Connecticut 8,032 688 -310 5,885 402 721 96 -922
Nebraska 6,430 1,615 378 3,671 1,110 1,642 516 133
Rhode Island 9,165 8,834 6,619 8,926 688 1,105 -349 9,006
Montana 3,232 2,113 216 3,585 132 277 50 42
Delaware 2,831 -5,302 -7,392 2,668 614 948 155 -1,185
Vermont 8,110 -2,286 388 5,420 412 639 322 252
West Virginia 13,850 2,017 3,613 2,795 196 452 232 1,196
South Dakota 3,584 2,586 362 3,294 649 1,021 331 153
Wyoming 2,240 -7,480 0 3,626 346 747 230 319
North Dakota 13,487 2,772 450 3,596 1,183 1,707 714 267
Top 20 States 10,815 -2,032 -1,966 5,617 1,387 2,048 995 337

United States 11,095 -4,529 -1,612 5,167 1,152 1,788 841 306
Source: Center for Urban Policy Research, Rutgers University.

Table 10.13
Per-Unit Property Development Savings by State: 2000 to 2025

(in Dollars)
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is Hawaii. This is due to the stronger central- or de-
veloped-area markets in that state. Redirection to the
central areas causes additional costs of real estate
development in Hawaii. Five states (New Hampshire,
Maryland, West Virginia, Virginia, and New Jersey)
have combined residential and nonresidential prop-
erty development cost percentage savings that exceed
10 percent. They range from 32 percent in New
Hampshire to 13 percent in New Jersey.

In the top 20 states, the average cost of housing is
reduced from $176,301 to $161,867, a saving of
$14,434, or more than 8 percent, due to the controlled-
growth regimen (Table 10.12). Maryland exhibits the
largest percentage decrease of 15 percent, reducing
housing costs from $270,046 to $228,473 per unit.
This aggregate savings is due primarily to a larger
variety of housing types and increased density at the
site of household and job relocation. Outside of the
top 20 states, Rhode Island exhibits the absolute
largest percentage decrease (20 percent), reducing
housing costs from $258,168 to $206,501 per unit.

The average cost of housing for households that will
require it during the period 2000 to 2025 will de-
crease in every state but two under the controlled-
growth scenario (Table 10.12). The only two states
showing a small increase in the average cost of hous-
ing are Hawaii and Delaware, where costs rise 2 per-
cent to 3 percent under the controlled-growth sce-
nario. Again, these are states typified by stronger real
estate markets in their developed areas.

On a percentage basis, nonresidential property devel-
opment cost savings, as pointed out previously, are not
significant. The top 20 states exhibit savings on aver-
age of $1,059 per 1,000 square feet, or just over 1 per-
cent of overall nonresidential property costs. Non-
residential property development cost savings per unit
statewide vary from $27 to $3,033 per unit; in one
case controlled-growth causes extra nonresidential de-

velopment costs of $264 per unit. Massachusetts has
the largest absolute nonresidential cost saving at
$3,033 (3 percent); Hawaii, has the largest absolute
nonresidential cost increase at $3,768 (4 percent).

Specific savings by type of unit are presented in
Table 10.13. Both across the nation and for the top
20 states, controlled development saves significant
property costs for single-family housing and mobile
homes but increases somewhat property development
costs for single-family attached and multifamily hous-
ing. For the nation as a whole and in the top 20 states,
every category of nonresidential land use exhibits de-
creases in property development costs under the con-
trolled-growth regimen. The per-unit cost savings in
the top 20 states always exceeds the national average.

EAS

Uncontrolled Growth

New property development costs incurred in EAs
throughout the United States follow the pattern pre-
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sented for the United States as a whole, its regions,
and its states. Most of the future property develop-
ment costs are being experienced in the southern and
western EAs. New property investment is directly
related to the household and employment growth of
these EAs. The top 30 EAs in total property develop-
ment costs must expend $4.5 trillion over the next
25 years (Table 10.14). This additional local construc-
tion in 17 percent of the EAs represents more than
70 percent of future nationwide property development
costs for the period.

Of the top four EAs in future property development
costs, each experiencing $245 billion to $470 billion
in the next 25 years for new development, the West is
represented twice, and surprisingly, the East is also
represented twice. The Los Angeles-Riverside-Or-
ange, CA EA has the highest future property devel-
opment costs, $468 billion; the Washington-Balti-
more, DC-MD-VA-WV-PA EA is second with future
property development costs of $346 billion; the San
Francisco-Oakland-San Jose, CA EA is third with
property development costs of $333 billion; and the
New York-Northern New Jersey-Long Island, NY-NJ-
CT-PA-MA-VT EA is fourth with property develop-
ment costs of $245 billion. The latter EA has an un-
usually high future ratio (0.73) of nonresidential to
residential property development costs, which moves
it significantly higher in the overall ranking. All the
remaining EAs in the top 30 have property develop-
ment costs of $54 billion to $202 billion in total. Four-
teen, or just under 50 percent, of the top 30 EAs re-
quire more than $150 billion each in real-property
investment over the projected period.

On a per-unit basis, residential development will cost,
on average, $192,132 per housing unit in the top 30
EAs, 15 percent more than the national average of
$167,037 (Table 10.15). Three EAs have average per-
unit property costs of more than $300,000. These are

(1)  the San Francisco-Oakland-San Jose, CA EA;
(2) the New York-Northern New Jersey-Long Island,
NY-NJ-CT-PA-MA-VT EA; and (3) the Honolulu, HI
EA. Their residential costs range from $307,266 (New
York) to $353,113 (Honolulu). All of the EAs in the
top 30 will have per-unit residential property costs in
excess of $100,000.

Aggregate nonresidential property development costs
vary in a similar manner to aggregate residential prop-
erty development costs. Evidencing a higher ratio of
nonresidential to residential property development
costs is the New York-Northern New Jersey-Long
Island, NY-NJ-CT-PA-MA-VT EA (0.73); evidenc-
ing a lower ratio is the Honolulu, HI EA (0.22) (Table
10.14). The average cost per 1,000 square feet of non-
residential space in the top 30 EAs is $81,701, about
$6,200 higher than the national average (Table 10.15).
Each EA in the top 30 has nonresidential costs of at
least $62,614 per 1,000 square feet.

Controlled Growth

Under the controlled-grwoth scenario, the top 30 EAs,
again representing 70 percent of new property devel-
opment costs, reduce their costs from $4.5 trillion to
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$4.2 trillion, a saving of $333 billion (Table 10.14).
Of the top 30 EAs, the Washington-Baltimore, DC-
MD-VA-WV-PA EA saves the most at $44 billion over
the period. This is almost a 13 percent saving from
property development costs under the uncontrolled-
growth scenario. Four other EAs have savings of

$20 billion. These are (1) the Los Angeles-Riverside-
Orange, CA EA, with a savings of $32 billion; (2) the
San Diego, CA EA, with a savings of $24 billion;
(3) the Philadelphia-Wilmington-Atlantic City, PA-
DE-NJ EA, with a savings of $20 billion; and (4) the
Boston-Worscester-Lawrence-Lowell-Brockton, MA-

Table 10.14
Aggregate Property Development Costs—Uncontrolled- and Controlled-Growth Scenarios

by EA: 2000 to 2025
($ Billions)

Uncontrolled Growth Controlled Growth Savings

EA Residential
Non-

residential Total Cost Residential
Non-

residential Total Cost Residential
Non-

residential
Total

Savings
Percentage

Savings
Los Angeles-
Riverside-Orange,
CA-AZ 327.1 140.4 467.5 297.4 138.1 435.5 29.7 2.3 32.0 6.8
Washington-
Baltimore, DC-MD-
VA-WV-PA 253.1 92.5 345.5 211.6 89.7 301.3 41.5 2.7 44.3 12.8
San Francisco-
Oakland-San Jose,
CA 258.6 74.3 332.9 249.6 72.9 322.6 8.9 1.4 10.3 3.1
New York-Northern
New Jersey-Long
Island, NY-NJ-CT-
PA-MA-VT 141.3 103.5 244.8 131.8 101.5 233.4 9.4 2.0 11.4 4.7
San Diego, CA 158.5 43.4 201.9 135.2 42.4 177.6 23.2 1.1 24.3 12.0
Dallas-Fort Worth,
TX-AR-OK 139.2 60.9 200.1 124.3 60.1 184.4 14.9 0.8 15.7 7.8
Atlanta, GA-AL-NC 141.9 53.2 195.1 131.2 52.4 183.7 10.6 0.8 11.5 5.9
Boston-Worcester-
Lawrence-Lowell-
Brockton, MA-NH-
RI-VT 130.2 54.0 184.2 112.0 52.4 164.5 18.2 1.5 19.7 10.7
Miami-Fort
Lauderdale, FL 132.5 51.0 183.6 117.1 49.7 166.8 15.4 1.3 16.8 9.1
Chicago-Gary-
Kenosha, IL-IN-WI 111.4 69.7 181.2 99.0 68.1 167.1 12.5 1.6 14.1 7.8
Seattle-Tacoma-
Bremerton, WA 122.9 43.0 165.9 110.7 42.5 153.2 12.1 0.5 12.7 7.6
Denver-Boulder-
Greeley, CO-KS-NE 114.5 45.1 159.6 99.2 44.3 143.5 15.3 0.9 16.2 10.1
Houston-Galveston-
Brazoria, TX 105.6 46.0 151.6 97.3 45.1 142.4 8.3 0.9 9.2 6.1
Phoenix-Mesa, AZ-
NM 113.2 38.2 151.4 102.5 37.4 140.0 10.7 0.8 11.5 7.6
Orlando, FL 99.7 33.7 133.4 93.2 33.0 126.1 6.6 0.7 7.3 5.5
Philadelphia-
Wilmington-Atlantic
City, PA-NJ-DE-MD 88.0 36.6 124.6 69.8 34.9 104.8 18.2 1.7 19.8 15.9
Sacramento-Yolo,
CA 90.6 21.1 111.7 84.4 20.8 105.1 6.3 0.3 6.6 5.9
Minneapolis-St. Paul,
MN-WI-IA 71.4 40.2 111.6 67.5 39.9 107.5 3.9 0.3 4.2 3.7
Las Vegas, NV-AZ-
UT 67.3 25.9 93.2 60.6 25.4 85.9 6.8 0.5 7.3 7.8
Detroit-Ann Arbor-
Flint, MI 45.7 42.5 88.2 40.2 41.5 81.7 5.4 1.0 6.5 7.4
Portland-Salem, OR-
WA 61.5 25.1 86.6 55.7 24.9 80.6 5.8 0.2 6.0 7.0
Salt Lake City-
Ogden, UT-ID 55.0 25.1 80.1 49.7 24.7 74.4 5.2 0.4 5.6 7.0
Honolulu, HI 63.1 13.8 77.0 63.8 14.5 78.3 -0.7 -0.6 -1.3 -1.7
Tampa-St.
Petersburg-
Clearwater, FL 51.6 23.0 74.6 50.1 22.9 73.0 1.5 0.1 1.6 2.2
Indianapolis, IN-IL 43.0 22.6 65.7 40.2 22.2 62.4 2.8 0.4 3.2 4.9
San Antonio, TX 43.2 20.8 64.0 39.8 20.4 60.2 3.3 0.4 3.7 5.8
Nashville, TN-KY 46.2 16.6 62.8 42.1 16.5 58.6 4.1 0.1 4.2 6.7
Jacksonville, FL-GA 39.3 17.6 56.9 37.9 17.3 55.2 1.4 0.3 1.7 3.0
Raleigh-Durham-
Chapel Hill, NC 37.5 16.8 54.3 33.6 16.6 50.2 3.9 0.2 4.1 7.6
Charlotte-Gastonia-
Rock Hill, NC-SC 37.7 16.3 54.0 34.8 16.1 50.8 2.9 0.2 3.1 5.8
Top 30 EAs 3,190.9 1,313.0 4,503.9 2,882.5 1,288.1 4,170.6 308.4 24.8 333.3 7.4
United States 4,377.3 1,998.1 6,375.4 3,993.0 1,962.1 5,955.1 384.2 36.0 420.3 6.6

Source: Center for Urban Policy Research, Rutgers University.
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NH-RI-VT EA, with a saving of $20 billion. The EA
with the largest percentage savings is the Philadel-
phia-Wilmington-Atlantic City, PA-DE-NJ EA with
a 16 percent saving in future property development
costs as a result of the controlled-growth regimen.
All of the remaining EAs in the top 30 exhibit some

cost savings under the controlled-growth scenario.
These vary from $2 billion (Jacksonville, FL) to
$17 billion (Miami-Fort Lauderdale, FL) over the pe-
riod. The exception is the Honolulu, HI EA, which
shows an increase in costs of $1 billion under the con-
trolled-growth scenario.

Table 10.15
Per-Unit Property Development Costs—Uncontrolled- and Controlled-Growth Scenarios

by EA: 2000 to 2025
(in Dollars)

Uncontrolled Growth Controlled Growth Residential Savings Nonresidential Savings

EA Residential
Non-

residential Residential
Non-

residential Unit Savings
Percentage

Savings Unit Savings
Percentage

Savings
Los Angeles-
Riverside-Orange,
CA-AZ 260,320 89,718 241,173 89,347 19,147 7.4 371 0.4
Washington-
Baltimore, DC-MD-
VA-WV-PA 281,280 99,011 249,901 97,879 31,379 11.2 1,133 1.1
San Francisco-
Oakland-San Jose,
CA 305,569 93,383 297,449 92,546 8,120 2.7 837 0.9
New York-Northern
New Jersey-Long
Island, NY-NJ-CT-
PA-MA-VT 307,266 93,873 293,944 92,583 13,322 4.3 1,291 1.4
San Diego, CA 264,979 89,737 226,159 87,485 38,820 14.7 2,252 2.5
Dallas-Fort Worth,
TX-AR-OK 135,397 75,475 120,945 74,531 14,452 10.7 943 1.2
Atlanta, GA-AL-NC 163,452 77,807 150,187 77,935 13,265 8.1 -128 -0.2
Boston-Worcester-
Lawrence-Lowell-
Brockton, MA-NH-
RI-VT 269,090 90,656 236,343 88,550 32,747 12.2 2,106 2.3
Miami-Fort
Lauderdale, FL 172,466 77,180 153,412 74,743 19,054 11.0 2,437 3.2
Chicago-Gary-
Kenosha, IL-IN-WI 251,853 86,662 231,376 85,843 20,478 8.1 820 0.9
Seattle-Tacoma-
Bremerton, WA 178,537 78,159 161,360 77,413 17,177 9.6 746 1.0
Denver-Boulder-
Greeley, CO-KS-NE 162,336 68,762 141,334 68,762 21,002 12.9 1 0.0
Houston-Galveston-
Brazoria, TX 129,722 72,649 119,641 71,279 10,081 7.8 1,370 1.9
Phoenix-Mesa, AZ-
NM 137,513 69,242 124,550 67,807 12,963 9.4 1,434 2.1
Orlando, FL 145,932 77,214 136,317 75,592 9,615 6.6 1,623 2.1
Philadelphia-
Wilmington-Atlantic
City, PA-NJ-DE-MD 251,052 88,916 240,178 87,116 10,875 4.3 1,800 2.0
Sacramento-Yolo,
CA 246,421 78,762 229,587 78,102 16,833 6.8 660 0.8
Minneapolis-St. Paul,
MN-WI-IA 163,017 80,815 154,830 81,248 8,187 5.0 -433 -0.5
Las Vegas, NV-AZ-
UT 142,674 72,990 128,336 71,573 14,338 10.0 1,417 1.9
Detroit-Ann Arbor-
Flint, MI 171,134 85,698 155,988 84,304 15,146 8.9 1,394 1.6
Portland-Salem, OR-
WA 144,319 70,044 131,260 71,072 13,059 9.0 -1,028 -1.5
Salt Lake City-
Ogden, UT-ID 136,616 68,924 124,367 68,237 12,250 9.0 687 1.0
Honolulu, HI 353,113 88,377 364,111 92,144 -10,998 -3.1 -3,768 -4.3
Tampa-St.
Petersburg-
Clearwater, FL 121,548 75,004 118,153 73,249 3,395 2.8 1,755 2.3
Indianapolis, IN-IL 137,866 69,537 128,551 68,308 9,315 6.8 1,230 1.8
San Antonio, TX 102,364 65,969 94,503 64,765 7,860 7.7 1,204 1.8
Nashville, TN-KY 139,942 62,614 127,345 63,033 12,598 9.0 -420 -0.7
Jacksonville, FL-GA 125,566 74,022 121,116 72,707 4,450 3.5 1,315 1.8
Raleigh-Durham-
Chapel Hill, NC 136,757 73,224 122,411 72,263 14,346 10.5 961 1.3
Charlotte-Gastonia-
Rock Hill, NC-SC 143,030 72,586 131,980 71,587 11,050 7.7 999 1.4
Top 30 EAs 192,132 81,701 175,725 80,740 16,408 8.5 961 1.2

United States 167,037 75,463 154,036 74,598 13,001 7.8 865 1.1

Source: Center for Urban Policy Research, Rutgers University.
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Under the controlled-growth scenario, the average
cost of residential property development decreased
in very EA in the top 30 but one (Table 10.15). The
average cost of housing development was reduced
from $192,132 to $175,725, a saving of $16,408, or
almost 9 percent. Again, this is a function of savings
due to redirection, housing mix, and density. The EA

with the largest absolute decrease ($38,820) and the
largest percentage decrease (15 percent) is San Di-
ego, CA, where the cost of housing is reduced from
$264,979 to $226,159 due to more centralized de-
velopment. This EA is characterized by significant
differences in housing costs in developed compared
with undeveloped areas.

Table 10.16
Per-Unit Property Development Savings by EA: 2000 to 2025

(in Dollars)

Residential-Unit Savings Nonresidential-Unit Savings

EA
Single-Family

Detached
Single-Family

Attached Multifamily Mobile Homes Office Retail Industrial Warehouse
Los Angeles-
Riverside-Orange,
CA-AZ -22,739 3,075 -13,995 3,942 1,253 1,921 432 2,275
Washington-
Baltimore, DC-MD-
VA-WV-PA 9,526 5,905 -13,474 15,495 2,805 3,266 411 6,419
San Francisco-
Oakland-San Jose,
CA -28,895 -15,908 -13,234 8,528 1,500 2,298 -199 2,879
New York-Northern
New Jersey-Long
Island, NY-NJ-CT-
PA-MA-VT 11,645 1,204 -588 7,781 1,648 2,176 2,026 1,813
San Diego, CA 19,124 6,286 923 9,264 2,129 2,913 1,704 600
Dallas-Fort Worth,
TX-AR-OK 4,982 -108 -5 4,272 897 1,643 776 216
Atlanta, GA-AL-NC -2,104 -5,654 -986 4,734 832 1,638 674 3,937
Boston-Worcester-
Lawrence-Lowell-
Brockton, MA-NH-
RI-VT 14,711 -7,683 -3,288 11,083 2,725 2,952 1,230 2,111
Miami-Fort
Lauderdale, FL 7,595 5,252 3,490 8,132 2,316 2,907 1,696 -518
Chicago-Gary-
Kenosha, IL-IN-WI 16,391 -3,288 -488 3,050 1,856 2,493 1,277 4,346
Seattle-Tacoma-
Bremerton, WA 7,203 -1,177 -476 9,039 763 1,557 673 613
Denver-Boulder-
Greeley, CO-KS-NE 5,415 -1,402 -1,594 5,104 1,100 1,736 556 2,834
Houston-Galveston-
Brazoria, TX 4,533 2,626 71 3,821 1,421 2,071 1,098 357
Phoenix-Mesa, AZ-
NM 7,789 2,084 503 4,165 1,538 2,277 1,310 430
Orlando, FL 6,481 1,296 198 3,192 1,485 2,170 1,172 453
Philadelphia-
Wilmington-Atlantic
City, PA-NJ-DE-MD 1,626 871 -342 5,941 3,851 4,522 1,731 9,875
Sacramento-Yolo,
CA 4,748 1,737 75 5,672 1,132 1,318 704 1,196
Minneapolis-St. Paul,
MN-WI-IA 3,389 -728 -4,317 1,600 147 761 373 3,370
Las Vegas, NV-AZ-
UT 10,131 1,790 544 5,303 1,421 2,049 1,098 356
Detroit-Ann Arbor-
Flint, MI 11,431 4,608 897 4,053 1,887 2,858 968 2,368
Portland-Salem, OR-
WA -609 2,570 -1,209 7,115 -199 593 861 4,237
Salt Lake City-
Ogden, UT-ID 8,200 900 412 3,812 1,138 1,646 1,082 2,100
Honolulu, HI -28,640 -4,356 0 40,807 -4,417 -4,262 -1,936 -1,529
Tampa-St.
Petersburg-
Clearwater, FL -10,772 -4,902 -5,151 4,078 492 1,030 666 -4,306
Indianapolis, IN-IL 6,405 2,080 383 2,136 1,312 1,850 701 320
San Antonio, TX 3,028 -906 8 3,417 1,192 1,858 879 300
Nashville, TN-KY 5,447 5,252 -2,190 3,928 -3 368 278 1,972
Jacksonville, FL-GA -1,697 3,498 -747 3,893 1,229 1,721 995 233
Raleigh-Durham-
Chapel Hill, NC 6,511 -1,026 227 2,871 800 1,598 694 477
Charlotte-Gastonia-
Rock Hill, NC-SC 5,407 209 417 2,403 991 1,566 704 183
Top 30 EAs 9,724 -3,638 -2,099 6,473 1,414 2,079 1,005 293

United States 11,095 -4,529 -1,612 5,167 1,152 1,788 841 306

Source: Center for Urban Policy Research, Rutgers University.
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Nonresidential property development cost savings,
as pointed out previously, are not significant. The top
30 EAs have average savings of $961, or 1.2 percent
of their overall property development costs. The top
30 EAs varied up to $2,437 per unit in savings. Ho-
nolulu, HI, has the largest absolute increase per non-
residential unit (1000 square feet) at $3,768, or
4.3 percent; Honolulu, HI also has the largest abso-
lute increase in costs per residential unit at $10,998,
or 3.1 percent.

The specific unit savings are presented in Table 10.16.
Although many EAs have property cost decreases in
most land-use categories under the controlled-growth
regimen, every category of land use has at least one
EA with an increase in unit costs, except for mobile
homes.

COUNTIES

Uncontrolled Growth

The cost of future property development is presented
in Table 10.17 for the nation’s top-spending  50 coun-
ties. Aggregate property development costs for these
counties, which amount to 40 percent of total national

property development costs, are $2.6 trillion. Thus,
1.5 percent of the counties nationwide will experi-
ence 41 percent of future residential and nonresiden-
tial property investment. San Diego County, CA, with
the largest future real-property investment, will ex-
perience more than $202 billion in development
during the period 2000 to 2025. Three other western
counties (Orange County, CA; Maricopa County, AZ;
and Los Angeles County, CA) will experience future
development investment ranging from $109 billion
(Los Angeles County) to $142 billion (Maricopa
County) over the projection period. Only San Diego
County will have residential property development
investment in excess of $200 billion.

Residential development will cost, on average,
$197,916 per dwelling unit in the top 50 counties,
almost 18 percent more than the national average of
$167,037 (Table 10.18). The highest residential de-
velopment cost will be in Ventura County, CA, at
$438,947 per dwelling unit. Four counties will have
average residential development costs of more than
$350,000. These are Fairfax County, VA ($375,412);
Contra Costa, CA ($361,146); Honolulu County, HI
($389,645) and Rockingham, NH ($355,967). All the
counties in the top 50 will have residential unit costs
greater than $113,422, with the exception of Cook
County, IL. Its zero residential unit property cost re-
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flects the fact that no net new residential construc-
tion is projected for this county under the uncon-
trolled-growth scenario.

Controlled Growth

Under the controlled-growth scenario, the top 50
counties, representing about 40 percent of future na-

tional real property investment, reduce aggregate
property investment from $2.56 trillion to $2.45 tril-
lion, a saving of $107 billion over the period
(Table 10.17). Riverside County, CA, is the county
with by far the greatest property development cost
savings, with $48 billion saved for the period, or
68 percent less development costs than would have
been experienced under uncontrolled growth. The

Table 10.17
Aggregate Property Development Costs—Uncontrolled- and Controlled-Growth Scenarios

by County: 2000 to 2025
(in Billions of Dollars)

Uncontrolled Growth Controlled Growth Savings

County Residential
Non-

residential Total Cost Residential
Non-

residential Total Cost Residential
Non-

residential
Total

Savings
Percentage

Savings

San Diego, CA 158.5 43.4 201.9 135.2 42.4 177.6 23.2 1.1 24.3 12.0
Maricopa, AZ 105.4 36.1 141.5 94.9 35.4 130.2 10.5 0.8 11.3 8.0
Orange, CA 99.2 39.5 138.7 96.4 42.2 138.6 2.8 -2.6 0.1 0.1
Los Angeles, CA 56.9 52.0 108.9 130.1 74.3 204.4 -73.2 -22.3 -95.5 -87.7
Fairfax, F'fx City +
Fall 68.3 19.1 87.4 59.0 18.6 77.7 9.3 0.5 9.7 11.2
Harris, TX 50.4 30.8 81.2 52.7 30.1 82.8 -2.3 0.7 -1.6 -1.9
Clark, NY 55.4 23.1 78.5 49.0 22.6 71.6 6.4 0.5 6.9 8.8
Contra Costa, CA 65.7 10.8 76.5 58.2 10.6 68.7 7.5 0.3 7.8 10.2
Riverside, CA 57.2 14.4 71.6 18.2 5.0 23.3 39.0 9.4 48.4 67.5
San Bernardino, CA 52.5 14.5 66.9 18.2 5.9 24.0 34.3 8.6 42.9 64.1
Palm Beach, FL 52.4 12.8 65.2 35.3 11.0 46.2 17.1 1.9 19.0 29.1
King, WA 43.0 22.1 65.1 43.7 24.3 67.9 -0.7 -2.1 -2.8 -4.3
Santa Clara, CA 48.2 16.4 64.6 67.5 20.7 88.2 -19.2 -4.4 -23.6 -36.5
Tarrant, TX 38.8 18.8 57.6 33.9 18.4 52.2 4.9 0.4 5.4 9.4
Broward, FL 37.4 17.5 54.9 35.5 15.0 50.5 1.9 2.5 4.4 8.0
Sacramento, CA 37.5 11.9 49.4 35.0 12.3 47.3 2.5 -0.4 2.1 4.3
Orange, FL 30.6 18.2 48.8 27.8 17.8 45.6 2.8 0.4 3.3 6.7
Bexar, TX 28.5 17.1 45.6 29.2 16.8 46.0 -0.8 0.4 -0.4 -0.9
Hillsborough, FL 30.0 15.4 45.4 32.4 15.3 47.7 -2.4 0.0 -2.4 -5.2
Cobb, GA 33.3 11.1 44.4 29.6 10.8 40.4 3.7 0.3 4.0 9.0
Ventura, CA 32.9 10.5 43.4 15.5 4.1 19.6 17.5 6.3 23.8 54.9
Dallas, TX 23.5 18.9 42.4 24.9 20.3 45.2 -1.4 -1.4 -2.8 -6.6
Lake, IL 30.3 12.0 42.3 27.9 11.7 39.6 2.4 0.3 2.7 6.4
Oakland, MI 21.3 20.9 42.2 19.7 20.4 40.2 1.5 0.5 2.0 4.8
Honolulu, HI 30.8 9.5 40.3 49.2 12.4 61.6 -18.3 -3.0 -21.3 -52.8
Dade, FL 23.0 16.1 39.0 36.2 20.2 56.4 -13.2 -4.1 -17.3 -44.4
Collin, TX 31.0 7.9 38.9 27.8 7.8 35.6 3.2 0.1 3.3 8.5
Alameda, CA 25.5 11.7 37.2 44.1 13.8 57.9 -18.5 -2.1 -20.6 -55.5
Du Page, IL 25.4 11.0 36.4 22.8 11.3 34.1 2.6 -0.3 2.3 6.2
Salt Lake, UT 21.8 13.4 35.2 22.2 14.2 36.3 -0.4 -0.7 -1.1 -3.1
Montgomery, MD 24.5 10.0 34.5 23.1 10.5 33.7 1.3 -0.5 0.8 2.4
Wake, NC 23.8 10.1 33.8 20.9 9.9 30.8 2.9 0.2 3.1 9.1
Mecklenburg, NC 22.9 10.5 33.4 20.4 10.3 30.7 2.5 0.2 2.7 8.1
Gwinnett, GA 24.6 8.4 33.0 22.1 8.2 30.3 2.5 0.2 2.7 8.0
Pima, AZ 23.1 8.0 31.1 21.3 7.8 29.1 1.8 0.2 1.9 6.2
Seminole, FL 24.2 5.9 30.1 21.7 5.8 27.5 2.5 0.1 2.6 8.6
Snohomish, WA 23.4 6.3 29.7 21.0 5.3 26.4 2.4 0.9 3.3 11.1
Arapahoe, CO 19.0 10.0 28.9 16.4 9.8 26.2 2.5 0.2 2.8 9.6
Solano, CA 23.7 3.9 27.7 5.4 1.3 6.6 18.4 2.7 21.1 76.1
Shelby, TN 17.1 10.4 27.5 15.6 10.2 25.8 1.5 0.2 1.7 6.1
Pierce, WA 19.8 7.6 27.3 18.4 6.2 24.5 1.4 1.4 2.8 10.2
Franklin, OH 14.1 11.8 25.9 13.3 11.5 24.8 0.8 0.3 1.1 4.2
Cook, IL 0.0 25.7 25.7 6.3 29.3 35.6 -6.3 -3.5 -9.8 -38.3
Washington, OR 18.4 7.1 25.5 16.8 6.9 23.7 1.6 0.2 1.8 7.1
Rockingham, NH 20.9 4.3 25.2 7.5 4.2 11.8 13.4 0.0 13.4 53.3
Middlesex, MA 11.2 14.0 25.2 17.8 12.3 30.1 -6.6 1.7 -4.9 -19.5
Travis, TX 14.7 10.4 25.1 17.9 11.9 29.8 -3.2 -1.5 -4.7 -18.8
Placer, CA 21.8 3.1 24.8 21.4 3.0 24.5 0.4 0.0 0.4 1.5
Sonoma, CA 21.8 3.0 24.8 8.3 1.5 9.9 13.5 1.4 14.9 60.2
Howard, MD 18.8 5.6 24.5 6.0 2.8 8.8 12.8 2.8 15.6 63.9
Top 50 Counties 1,802.4 752.9 2,555.3 1,693.7 754.2 2,447.9 108.6 -1.3 107.3 4.2

United States 4,377.3 1,998.1 6,375.4 3,993.0 1,962.1 5,955.1 384.2 36.0 420.3 6.6

Source: Center for Urban Policy Research, Rutgers University.
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second-largest saving is in San Bernardino, CA, with
a $43 billion saving in development costs, or 64 per-
cent. The largest increase in development costs ob-
served among the top 50 counties is Los Angeles
County, CA, which increases from $109 billion to
$204 billion in real property investment, an 88 per-
cent change. This is due primarily to its role as a major

development-receiving county under the controlled-
growth regimen. Savings and increases vary between
these extremes depending upon whether the county
is a receiving or sending county. The above figures
can be somewhat misleading when reporting at the
county level.

Uncontrolled Growth Controlled Growth Residential Savings Nonresidential Savings

County Residential
Non-

residential Residential
Non-

residential Unit Savings
Percentage

Savings Unit Savings
Percentage

Savings

San Diego, CA 264,979 89,737 226,159 87,485 38,820 14.7 2,252 2.5
Maricopa, AZ 140,210 70,794 126,234 69,248 13,976 10.0 1,545 2.2
Orange, CA 337,413 96,799 296,923 94,193 40,490 12.0 2,606 2.7
Los Angeles, CA 225,519 92,122 213,075 89,758 12,445 5.5 2,364 2.6
Fairfax, F'fx City +
Fall 375,412 122,533 324,501 119,410 50,911 13.6 3,123 2.5
Harris, TX 125,338 78,724 112,111 76,867 13,227 10.6 1,857 2.4
Clark, NY 142,773 77,260 126,293 75,582 16,480 11.5 1,678 2.2
Contra Costa, CA 361,146 102,144 319,846 99,604 41,300 11.4 2,540 2.5
Riverside, CA 223,109 84,801 218,665 82,976 4,444 2.0 1,825 2.2
San Bernardino, CA 219,305 77,310 206,361 79,213 12,944 5.9 -1,903 -2.5
Palm Beach, FL 195,578 82,699 174,612 80,798 20,966 10.7 1,901 2.3
King, WA 206,332 86,732 176,498 84,392 29,835 14.5 2,340 2.7
Santa Clara, CA 346,987 102,371 326,509 99,636 20,478 5.9 2,734 2.7
Tarrant, TX 126,776 77,642 110,609 75,814 16,167 12.8 1,828 2.4
Broward, FL 151,001 78,897 135,458 77,228 15,543 10.3 1,669 2.1
Sacramento, CA 216,907 87,185 192,904 85,107 24,002 11.1 2,079 2.4
Orange, FL 143,017 82,040 129,842 80,108 13,175 9.2 1,933 2.4
Bexar, TX 102,138 69,921 93,562 68,468 8,575 8.4 1,453 2.1
Hillsborough, FL 129,100 80,645 117,947 78,938 11,153 8.6 1,706 2.1
Cobb, GA 194,233 90,711 172,429 88,530 21,804 11.2 2,181 2.4
Ventura, CA 438,947 101,055 422,437 98,672 16,510 3.8 2,384 2.4
Dallas, TX 131,062 79,617 111,814 77,777 19,248 14.7 1,840 2.3
Lake, IL 331,695 99,032 305,211 96,693 26,483 8.0 2,339 2.4
Oakland, MI 205,441 97,393 189,071 95,187 16,370 8.0 2,206 2.3
Honolulu, HI 389,645 99,247 382,455 97,320 7,189 1.8 1,927 1.9
Dade, FL 164,193 73,344 152,555 71,281 11,638 7.1 2,062 2.8
Collin, TX 196,428 95,963 176,334 94,341 20,094 10.2 1,622 1.7
Alameda, CA 281,416 88,253 250,722 85,804 30,694 10.9 2,449 2.8
Du Page, IL 300,600 98,641 265,255 96,118 35,345 11.8 2,523 2.6
Salt Lake, UT 127,565 74,919 115,885 73,163 11,680 9.2 1,756 2.3
Montgomery, MD 348,250 123,252 300,748 120,657 47,502 13.6 2,594 2.1
Wake, NC 155,533 83,874 136,514 82,551 19,019 12.2 1,322 1.6
Mecklenburg, NC 154,123 82,779 137,390 81,125 16,733 10.9 1,655 2.0
Gwinnett, GA 170,902 85,110 153,842 83,128 17,060 10.0 1,982 2.3
Pima, AZ 112,874 69,037 104,211 67,713 8,663 7.7 1,324 1.9
Seminole, FL 178,204 83,068 160,116 81,084 18,088 10.2 1,984 2.4
Snohomish, WA 189,432 80,635 169,581 79,551 19,851 10.5 1,084 1.3
Arapahoe, CO 117,349 69,115 101,647 67,491 15,702 13.4 1,623 2.3
Solano, CA 274,085 86,711 259,821 84,534 14,264 5.2 2,177 2.5
Shelby, TN 159,447 82,324 145,739 80,733 13,708 8.6 1,591 1.9
Pierce, WA 142,341 71,079 130,956 69,638 11,385 8.0 1,440 2.0
Franklin, OH 119,470 79,298 106,309 77,353 13,160 11.0 1,944 2.5
Cook, IL 0 91,776 213,903 89,718 0 0.0 2,058 2.2
Washington, OR 154,871 76,832 141,041 75,007 13,830 8.9 1,825 2.4
Rockingham, NH 355,967 74,318 333,301 74,209 22,665 6.4 109 0.1
Middlesex, MA 230,102 115,853 217,587 112,924 12,515 5.4 2,929 2.5
Travis, TX 113,422 73,016 100,871 71,512 12,550 11.1 1,503 2.1
Placer, CA 303,590 77,675 298,700 77,241 4,890 1.6 433 0.6
Sonoma, CA 319,633 80,377 313,850 79,740 5,783 1.8 637 0.8
Howard, MD 301,948 109,829 260,203 107,429 41,745 13.8 2,400 2.2
Top 50 Counties 197,916 85,493 176,763 83,788 21,153 10.7 1,705 2.0

United States 167,037 75,463 154,036 74,598 13,001 7.8 865 1.1

Source: Center for Urban Policy Research, Rutgers University.

Table 10.18
Per-Unit Property Development Costs—Uncontrolled- and Controlled-Growth Scenarios

by County: 2000 to 2025
(in Dollars)
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Relative to the above, at the county level, there is a
fourth factor affecting aggregate property develop-
ment costs, and it overwhelms any other factor. This
is the amount of development that is taking place in a
county; this factor can vary significantly under the
two alternatives. At the EA level and above, the num-
ber of households and jobs moving to a location are
equal under the two alternatives, but levels of devel-

opment can vary significantly. This is not so at the
county level for both sending and receiving counties.
Thus, the only reliable indicators are per-unit costs.

The average per-unit cost of housing decreased in
every county in the top 50 under the controlled-growth
scenario (Table 10.18). The average cost of housing
in those 50 counties was reduced from $197,916 to

Residential-Unit Savings Nonresidential-Unit Savings

County
Single-Family

Detached
Single-Family

Attached
Multi-
family

Mobile
Homes Office Retail Industrial Warehouse

San Diego, CA 19,124 6,286 923 9,264 2,129 2,913 1,704 600
Maricopa, AZ 6,964 2,106 513 6,243 1,704 2,419 1,394 465
Orange, CA 23,784 6,997 550 14,655 2,510 3,433 2,008 708
Los Angeles, CA 15,250 300 -2,517 11,088 2,143 2,932 1,715 604
Fairfax, F'fx City +
Fall 23,353 6,923 1,169 4,771 2,848 3,896 2,278 803
Harris, TX 7,321 1,711 87 3,947 1,912 2,643 1,540 535
Clark, NY 6,924 1,790 544 7,151 1,648 2,375 1,362 444
Contra Costa, CA 22,104 7,261 1,055 8,867 2,419 3,310 1,936 682
Riverside, CA -7,889 0 0 -1,771 1,103 1,868 1,011 248
San Bernardino, CA -1,211 0 0 -202 1,920 2,668 1,551 534
Palm Beach, FL 12,451 5,617 2,491 7,541 2,076 2,841 1,661 586
King, WA 14,876 3,852 92 13,916 2,151 2,942 1,721 606
Santa Clara, CA 17,317 532 -1,134 11,306 2,157 3,086 1,774 585
Tarrant, TX 7,485 2,186 512 4,050 1,900 2,632 1,532 530
Broward, FL 12,182 2,911 525 5,556 1,877 2,600 1,513 524
Sacramento, CA 13,005 3,684 481 11,255 1,983 2,713 1,587 559
Orange, FL 7,070 2,079 568 6,603 1,769 2,493 1,441 486
Bexar, TX 3,855 533 118 4,278 1,431 2,082 1,189 382
Hillsborough, FL 4,864 411 -45 6,164 1,502 2,201 1,254 398
Cobb, GA 11,122 3,407 628 12,525 2,379 3,254 1,903 671
Ventura, CA -1,663 0 0 -217 2,354 3,256 1,896 658
Dallas, TX 8,218 1,173 -89 5,380 1,813 2,557 1,478 498
Lake, IL 17,760 6,115 871 4,841 2,619 3,583 2,095 739
Oakland, MI 9,858 3,477 627 5,047 2,194 3,099 1,790 602
Honolulu, HI 6,286 -4,356 0 0 1,655 2,535 1,421 420
Dade, FL 11,313 1,099 -1,174 4,168 1,879 2,574 1,504 529
Collin, TX 3,532 -1,062 350 5,189 1,512 2,474 1,354 356
Alameda, CA 15,021 1,448 -1,722 9,460 2,164 2,961 1,731 610
Du Page, IL 17,702 5,783 821 5,804 2,560 3,502 2,048 722
Salt Lake, UT 7,601 2,405 187 3,660 1,884 2,577 1,507 531
Montgomery, MD 20,027 2,295 385 3,463 2,388 3,453 1,977 641
Wake, NC 2,879 -1,480 251 4,155 1,138 1,946 1,049 253
Mecklenburg, NC 5,574 1,111 450 4,438 1,595 2,365 1,341 418
Gwinnett, GA 8,353 2,265 543 4,098 2,148 2,997 1,739 596
Pima, AZ 3,611 3,147 355 5,355 1,327 2,005 1,129 341
Seminole, FL 9,302 2,646 642 8,513 2,013 2,799 1,626 560
Snohomish, WA 1,585 -1,930 340 11,251 1,116 1,907 1,029 248
Arapahoe, CO 7,213 2,352 508 4,914 1,765 2,432 1,418 495
Solano, CA 0 0 0 0 2,111 2,887 1,688 595
Shelby, TN 4,335 314 408 3,626 1,463 2,236 1,254 372
Pierce, WA 6,247 1,979 472 8,367 1,646 2,343 1,349 448
Franklin, OH 7,811 2,221 383 3,396 1,911 2,614 1,529 539
Cook, IL 0 0 0 0 1,861 2,601 1,508 515
Washington, OR 8,175 2,667 677 7,855 2,007 2,777 1,617 560
Rockingham, NH 23,858 6,338 3,263 17,804 36 211 86 -18
Middlesex, MA 26,000 1,718 -1,310 12,633 2,339 3,266 1,895 648
Travis, TX 5,664 457 -297 5,155 1,660 2,363 1,361 452
Placer, CA -3,729 -2,783 -1,476 -153 164 962 395 -82
Sonoma, CA -4,155 0 0 -172 565 1,321 648 64
Howard, MD 19,139 7,476 2,317 5,725 2,670 3,653 2,136 753
Top 50 Counties 14,327 -4,712 -1,664 9,268 1,890 2,624 1,431 466
United States 11,095 -4,529 -1,612 5,167 1,152 1,788 841 306

Source: Center for Urban Policy Research, Rutgers University.

Table 10.19
Per-Unit Property Development Savings by County: 2000 to 2025

 (in Dollars)



3061156-TRB-W39

R E A L   E S T A T E   D E V E L O P M E N T   C O S T S   I N   T H E   U N I T E D   S T A T E S

$176,763 per unit, a saving of $21,153, or 11 per-
cent. San Diego County, CA, and Dallas County, TX,
had the largest percentage decrease in housing costs
(15 percent), with costs reduced from $264,979 to
$226,159 and $131,062 to $111,814, respectively.
The county with the largest absolute decrease
($50,911) is Fairfax County, VA, where the cost of
housing is reduced from an average of $375,412 to
$324,501. Since Cook County, IL, had no residential
development under the uncontrolled-growth scenario,
no property cost savings or increases are shown for
this county.

Nonresidential development investment in the top 50
counties exhibits an overall decrease in costs of ap-
proximately $1,705 per unit, or 2 percent. Individual
counties for the most part indicate savings of up to
$2,929, though collectively they have an average de-
crease in costs of just half of that amount. Middlesex
County, MA, has the largest absolute savings at $2,929
(2.5 percent), and San Bernardino County, CA, has
the largest absolute increase in costs at $1,903
(2.5 percent).

The specific investment cost savings by type of resi-
dential and nonresidential development are presented
in (Table 10.19). For the top 50 counties, almost ev-
ery residential category of land use exhibits per-unit
property cost savings with a scattering of increases.
In the same 50 counties, every nonresidential category
of land use exhibits per-unit property cost savings.

CONCLUSION

For the projection period 2000 to 2025, under tradi-
tional or uncontrolled growth, individuals and busi-
nesses in the United States will spend more than
$6 trillion to develop the residential and nonresiden-
tial units necessary to accommodate the nation’s

household and employment growth. A combined sav-
ing of $420 billion can be achieved through more cen-
tralized growth and more compact development pat-
terns, and a greater variety in housing mix. This is a
saving of 7 percent in overall property development
investment costs.

Average residential housing cost will decrease from
$167,038 to $154,035, lowering the average housing
cost nationwide by $13,003, or 7.8 percent. Ideally,
the purchase price home buyers will pay would re-
flect this savings. The specific costs and savings will
certainly vary by housing type. Single-family detached
dwellings will show the most savings, almost $11,095
per dwelling unit, while the cost of mobile homes will
offer the smallest savings, $5,167 per dwelling unit.
Savings of approximately 1.1 percent, or an average
of $865 per 1,000 square feet, will be in evidence for
nonresidential development.

What were the original questions to be answered in
this chapter? They were: Are the approaches used to
manage growth, saving natural and man-made re-
sources from consumption, cost-effective? Are the
processes used to contain development too intrusive
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or growth limiting? Do they increase the cost of hous-
ing? Property development cost savings are signifi-
cant enough to conclude that the growth-control regi-
men, if it includes a density increase and a larger share
of non-single-family development types, not only

saves natural and man-made resources, it reduces
personal and business operating costs in a region by
reducing the capital outlays necessary to develop resi-
dential and nonresidential structures.
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Introduction to Part III

This part of the report examines the personal costs of
sprawl, including its impacts on individual travel
costs, quality of life, and the livability of cities.

Each of these chapters includes much more model-
ing and some departure from the top-down impacts
(national, regional, state, and county level) evidenced
in the previous 10 chapters. Chapter 11 begins with
an analysis of the impacts of sprawl as opposed to
compact development on personal travel costs. A
model is built depicting travel modes and costs ac-
cording to type of county: urban, suburban, rural, and
undeveloped. The resulting mode share and costs of
personal travel vary across the nation according to
the amount of population directed to both types of
counties and their urbanized or nonurbanized subar-
eas. These differences can be summed and compared
for the two growth alternatives.

Chapter 12 concerns the impacts of sprawl versus
compact growth on the quality of life of future resi-
dents. Variables that depict quality of life are as-
sembled and a quality-of-life rating is given to each
county as well as subareas of counties nationwide.
As households and jobs are projected to locate dif-
ferently within subareas of counties and to different
counties as a whole, they receive a different quality-
of-life score. (The sum of the individual scores on

quality of life is the difference in quality of life expe-
rienced under the two growth scenarios.) Quality of
life is typically higher in the outer fringes than at the
inner edges of a metropolitan area. The controlled-
growth or nonsprawl scenario, which emphasizes
closer-in growth, exhibits lower quality of life during
the 25-year observation period. The overall dispari-
ties in quality of life narrow considerably, however,
over the course of the years.

The final chapter, chapter 13, deals with the impacts
of sprawl development on urban decline. A model is
created using sprawl’s characteristics (single-use, low-
density, skipped-over development and unlimited out-
ward extension) to profile this type of development
compared to all other development. Certain basic
characteristics of development with or without sprawl
are also identified. These include: fragmented and
ratable-concerned local governments, economic and
racial exclusion, single-family and single-use zoning,
and the aging and filtering of housing as the primary
source of shelter for the poor. All these factors pro-
duce urban decline, whether or not sprawl is the chief
form of development. Under these conditions,
nonsprawl development produces very similar results
to sprawl development.
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XI

Travel Miles and Costs
in the United States:

Requirements under Sprawl
and Alternative Conditions

INTRODUCTION

The purpose of this chapter is to provide estimates of
the miles and costs of travel under two alternative
development futures for the United States. One fu-
ture is uncontrolled growth, or sprawl; another is more
controlled—or smart growth.

The chapter first describes a regression-based travel
model, which predicts person-miles of travel as a func-
tion of urban form while accounting for important
socioeconomic characteristics. Travel time and the
derivation of time costs are discussed next, followed
by an accounting of the other costs of travel accord-
ing to mode. The chapter concludes with the applica-
tion of travel and time costs to the two alternative
growth scenarios.

For the purposes of this study, the travel model must
be national in scope, rather than focusing on one re-
gion or metropolitan area. The goal is not to compare
costs between modes per se, but rather to apply full
per-mile costs to each person’s travel so that com-
parisons can be made between alternative scenarios
of future growth. To do so, the model must distin-
guish between personal vehicles and transit use, be-
cause the costs of these modes vary, and distance must
be expressed at the person-mile level so there is a
common denominator between modes. Thus, rather

than aggregating the total costs of suburban versus
urban travel, the study focuses on the costs faced by
individuals with similar demographics in different
urban settings (counties) due to one or the other
growth scenario.

DATA

The data for the travel models developed for this study
come from the 1995 National Personal Transporta-
tion Survey (NPTS) conducted by the Federal High-
way Administration (FHWA). The 1995 NPTS is the
most recent in a series of surveys dating back to 1969,
each designed to provide a comprehensive look at
travel characteristics in the United States. By includ-
ing numerous statistics developed by the U.S. Cen-
sus Bureau, the NPTS provides researchers with a
rich data set to be used in carrying out national-level
statistical investigations such as the current one.

The NPTS includes data collected from 42,033 house-
holds; 95,360 individuals; and 409,025 trips. When
weighted appropriately (using the frequency weights
derived by NPTS), the sample is expanded to repre-
sent travel behavior for the United States as a whole.
The use of the weights is important. Without them,
the data will reflect the oversampling of large metro-
politan areas as well as several “add-on” areas such
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as Tulsa, Oklahoma, and the Puget Sound Region.
The FHWA develops two data sets. A public file sup-
presses information that might reveal the identity of
individuals or households, and therefore collapses
many of the variables into ranges. The so-called DOT
files provide this information more fully. This analy-
sis uses the public file for all but a few variables in
order to take advantage of its full range of informa-
tion on such variables as density and age, and to have
access to zip codes for mapping purposes.

This analysis looks closely at the variables that could
be used to describe different development patterns.
The current NPTS incorporated a new density-based
classification system for places; it is described below
(FHWA 1998).

Urban Place Type

Noting that many of the commonly used urban–rural
designators are based on arbitrary municipal bound-
aries, researchers have developed a taxonomy to de-
scribe five place types: urban, suburban, second city,
exurban, and rural. These classifications are density
based but go beyond a simple comparison of abso-
lute density differences. Working at the block group
level, a contextual density measure is developed that
takes into consideration the geography surrounding a
given block group. The process is as follows:

The United States is segmented into a grid structure
based on 1/30th of a degree latitude and longitude,

which results in about 900,000 cells, each with an area
of approximately four square miles. A block group is
assigned to a given cell according to its centroid, with
the result that about 550,000 cells contain at least one
block group. Each cell’s contextual density is deter-
mined by summing the total population of it and its
surrounding eight cells (picture a 3 x 3 matrix with
the cell being assessed in the middle) and dividing
the result by their total land area. Each cell’s contex-
tual density is then a combination of its own charac-
teristics as well as the characteristics of the surround-
ing cells.

Figure 11.1 graphically depicts the five urban place
types. The y axis shows the contextual grid cell den-
sity centiles, 0 to 99, while the x axis shows the popu-
lation center density ranges. The long diagonal line
maps grid cells and population centers of equal den-
sity centiles. This graph shows that rural and exurban

Rural

Exurban (Town)

SuburbanSecond
City

Urban

Population Center Density

Grid
Cell
Density

99

80
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0
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99806040200

Figure 11.1
Urban Place Type

Source: Miller and Hodges (1994).
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areas occupy the lowest density regions. Above a grid
cell density of 40, or about 959 persons per square
mile, places are classified according to their relation-
ship to population centers. A population center den-
sity of 79 serves as the break point between urban
and second-city areas (visible as the short vertical line
separating second cities from urban areas on the
graph). This corresponds to a population density be-
tween 4,163 and 4,324 persons per square mile. Lines
with different slopes demarcate the transition from
urban and second-city areas to suburban areas. Thus,
although suburban areas have a relative population
density that is greater than exurban and rural areas,
they are at a greater distance from population centers
(of varying sizes) relative to second-city and urban
areas.

The urban classification system described above of-
fers an interesting approach for the current study.
Because it goes beyond a simple reliance on absolute
density differences, the urban place type variable pro-
vides a description of household location that includes
the context of its geographic surroundings. Yet like
the current study, it allows for the fact that a rela-
tively high density location in South Dakota would
not compare in absolute terms to a high-density area
in New York.

MODEL DEVELOPMENT

Recognizing in advance the difficulties inherent in
modeling the relationship between density and miles
traveled using national-level data, this section de-
scribes the development of models to predict daily
person-miles of travel in both private automobiles and
in transit as a function of urban form, while account-
ing for the influence of key socioeconomic factors.

The models consider only the travel behavior of adults
in metropolitan areas. Those younger than 16 are of-
ten dependent upon others for their travel, so it is
logical to restrict the models to individuals old enough
to get around on their own. Certainly, the effect of
young children on an adult’s travel decisions is im-
portant, and this factor is taken into account. The
models look at travel in metropolitan statistical areas
(MSAs) only because the primary interest of this study
is to look at travel in urbanized settings. The links
between urban form and miles traveled in very low
density, nonmetropolitan areas are likely to be weak-
ened, so much so that the number of miles traveled is
the result of substantially different factors.

With these points in mind, see the left column of
Table 11.1, which shows the broad categories that
travel models and research indicate are important
explanatory factors for travel. The right column shows
the household and person-level variables in the NPTS
data set that link to these factors.

Each of the variables in Table 11.1 was explored sin-
gly and in groups to determine its possible contribu-
tion to the models. The NPTS data set is large enough

Factors Affecting Travel Variables Available in NPTS

Land Use Urban place type, population density at household location, employment density at
household location, employment density at individual’s workplace, percent of housing
stock less than 10 years old, size of metropolitan area.

Transportation Supply Household distance to transit stop, presence of transit in household location, household
vehicle ownership.

Socioeconomic Age and sex of the individual, number of workers in the household, number of children,
household size, household income.

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Table 11.1
NPTS Variables for Modeling Person-Miles Traveled
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that, even in its unweighted form, the usual tests for
significance are rendered ineffective. In its raw form,
the person-level data totals 95,360 observations. Al-
though these models do not include non-MSAs or
observations on persons less than 16 years old, filter-
ing them still leaves 66,913 observations. Due to the
sampling technique for the NPTS, it is necessary to
apply frequency weights, which are provided in each
data file. Applying this weight to the filtered person-
level data gives a total of 158.4 million observations,
further amplifying the size. Such a large sample size
yields t-scores and F-statistics that are very large as
well, due to the fact that some correlation is bound to
exist between almost any variable in such a large data
set. This being the case, the traditional tests should
not be relied upon when judging the significance of
variables, nor are most tests of correct functional form
reliable.

Dependent Variables

The dependent variables are daily person-miles trav-
eled in privately operated vehicles (PMTPOV) and
daily person-miles traveled by transit (PMTTRAN).
Both of these variables are taken from reported trip
miles (TRPMILES) in the NPTS travel day file and
summed to the person level. The POV category in-
cludes all travel in autos, vans, utility vehicles, RVs,
pickup trucks, motorcycles, and other trucks. The tran-
sit category includes all travel in buses, commuter
trains, streetcars, elevated rail, and subways.
PMTPOV and PMTTRAN have the following char-
acteristics (Table 11.2):

These statistics are generated using the full data file
(an unweighted size of 95,360) and therefore include
miles traveled in non-MSAs as well as by all indi-
viduals five years and older (both of these elements
are later filtered from the set). The number of obser-
vations for POV miles traveled far outweighs (by
about 24 times) those for transit miles. POV trips also
tend to be longer. The maximum value for both modes
appears to be quite large for daily travel. The 99th
percentile was selected as a cutoff for possible outli-
ers. All miles in a POV greater than or equal to 332,
and by transit greater than or equal to 252, are recoded
as missing.

Model Specification

Despite the availability and use of more complex
methods to model travel and urban form, it was felt
that a straightforward and transparent method would
ultimately serve present purposes best. Thus, this
study uses ordinary least squares with dependent vari-
ables transformed to natural logs (providing a much
better fit to the data based on a visual examination of
scatterplots) to model person-miles traveled.

Preliminary Models

Initially, two models are explored, one to predict daily
person-miles of travel in privately operated vehicles
and one for transit. The selection and testing pro-
ceeded as follows: An initial small model was run to
examine the relationships between the dependent vari-
able, a household income measure (originally in 18
categories), and the urban place type dichotomous
variable set. Following this, various combinations of

PMTPOV PVMTTRAN

N Valid 191,112,536 7,928,688
Missing * 50,562,466 233,746,314

Mean 44.59 25.08

Median 26.00 10.00

Minimum 0.10 0.10

Maximum 1600.00 1250.00

Percentiles 25 10.60 4.00
50 26.00 10.00
75 52.40 24.67
95 141.00 92.00
99 332.00 260.00

Source: Parsons Brinckerhoff Quade and Douglas, Inc.
Note: * Records having no miles traveled via privately owned vehicles or transit, respectively.

Table 11.2
Descriptive Statistics (Weighted) for Dependent Variables
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the other variables listed in Table 11.1 were tested to
observe their relative merits within the model.

Many of the variables that describe household socio-
economic characteristics (such as number of work-
ers, number of children, and annual household in-
come) are, in their raw form, limited continuous
variables. That is, they have only a few possible val-
ues relative to the number of observations.1  These
variables do not perform well with so many observa-
tions on a dependent variable with such great varia-
tion. Thus, all explanatory variables in the final mod-
els are in a binary form, which performed much better.

The initial models generated reasonable predictions
of daily person-miles traveled by mode, but made it
difficult to derive a total daily number of miles per
person. A binary variable in each model was used to
capture the use of the mode not being modeled. That
is, a used transit binary variable in the PMTPOV

model allowed an estimate of the number of POV
miles traveled for those just using a POV, as well as
the number of POV miles for those who also used
transit. A used POV variable in the PMTTRAN model
served the same (but opposite) purpose.

In theory, this should allow for the prediction of three
types of travel possibilities: 1) the person’s travel is
all in POVs; 2) the person’s travel is all by transit;
and 3) the person’s travel is by both POV and transit.
While the first two cases are straightforward enough,
the third requires adding the predicted miles from the
PMTPOV model to the predicted miles from the
PMTTRAN model (calculated with both binary vari-
ables described above equal to one). Because these
two models have very different sample sizes, among
other things, adding their results in this way seemed
problematic. Instead, four new models were speci-
fied, segmenting the data into the three categories of
travelers; these are then modeled separately. The first
model predicts the number of miles traveled by per-
sons who traveled in POVs only. The second model
predicts travel for those who traveled by transit only.
The third and fourth models (one for each mode) pre-
dict travel for those who used both modes during their
day’s travel, POV and transit. The four models were
run using a single data set and filtering out the trips
not of interest for a given set of models. Thus, adding
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1 Most of the variables are naturally in this form: The
number of children ranges from one to eight, as does the
number of workers. Household size ranges from one to 10,
as does number of vehicles. Household income is reported
in 18 ranges, which were recoded according to their
midpoints for this study.
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the POV to the transit results seems to be a safer
maneuver because the results were modeled from the
same group of individuals.

Final Models

The selection of variables for the final models fol-
lowed the same process as did the preliminary mod-
els. The result is a simple model that includes the
urban place type variable, household income, sex, and
the presence of children. Collinearity does not ap-
pear to be a problem, based on evaluation of condi-
tion indices. Although several models yielded adjusted
R2s with substantially higher values, this combina-
tion of variables came the closest to meeting the cri-
terion of providing meaningful coefficients within the
theoretical context.

Table 11.3 provides a key to the variables used in the
models, as well as key descriptive statistics. The me-
dian and standard deviation are reported for the two
dependent variables only. For the dichotomous vari-
ables, the mean represents the percent of the cases
for which the variable equals one. In the case of a set
of dichotomous variables (such as urban place type),
the mean shows the percentage within that set of a
given observation.

Of those who used a POV or transit on the desig-
nated travel day, the vast majority of the trips were
taken by POV only (95 percent), and only a small
percentage were by transit only or by both modes.2

Variable
Name Description Mean Median

Standard
Deviation Number

Mode Groups

pov only Equals one if person only used POV 0.95 - - 130,290,626

tran only Equals one if person only used transit 0.03 - - 130,290,626

used both Equals one if person used POV and transit 0.02 - - 130,290,626

Dependent Variables

log pmtpov Natural log of person-miles traveled in a POV 3.17 3.33 1.15 126,163,394

log pmtran Natural log of person-miles traveled in transit 2.34 2.30 1.25 6,618,427

Explanatory Variables

Urban Place Type

urban Equals one if in urban area (base) 0.19 - - 129,502,832
suburb Equals one if in suburb 0.32 - - 129,502,832
second city Equals one if in second city 0.21 - - 129,502,832
exurban Equals one if in exurb 0.20 - - 129,502,832
rural Equals one if in rural area 0.09 - - 129,502,832

Income

low inc Equals one if household income is less than
$15,000 (base) 0.11 - - 109,260,470

mid inc1 Equals one if household income is between
$15,000 and $39,000 0.40 - - 109,260,470

mid inc2 Equals one if household income is between
$40,000 and $59,000 0.24 - - 109,260,470

high inc Equals one if household income is greater than
$60,000 0.25 - - 109,260,470

sex Equals one if person is a male 0.50 - - 130,290,626

kids
Equals one if there are children less than 16 in the
household 0.39 - - 130,290,626

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Table 11.3
Weighted Statistics for Variables Used in Final Models

2 These statistics do not include those who used other
modes, such as bike or foot.
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Also, of the five urban place types, there are more
persons living in suburban areas (32 percent). These
statistics are consistent with observed trends over the
last several decades of increased automobile use as
well as increased suburbanization. Of the persons in
this data set, only 39 percent are in households with
children, and all but 11 percent are in the middle- and
upper-income categories.

TRAVEL MODEL RESULTS

This section describes the results of the four models
that were run for the three mode groups. To reiterate,
a total of four models were estimated, one for indi-
viduals who traveled by POV only, one for those who
traveled by transit only, and one each for the POV
portion and transit portion of travel for those indi-
viduals who used both modes. Each of the four mod-
els uses the same explanatory variables, with two
small exceptions, noted below. Also, all models use
urban and low income as the base variables.

POV Only

Table 11.4 shows descriptive statistics for the POV
Only model. For a given set of dichotomous variables,
the means are the percent of the set represented by
that variable. For example, suburb represents 32 per-
cent of the urban form type variable set, and mid inc1
represents 40 percent of the set of household income
dichotomous variables. The relative sizes of the base
variables (urban and low inc) can be inferred. Thus,
urban and low inc represent 17 and 10 percent of their
variable sets, respectively, meaning that the group that
uses only POVs is largely suburban and has higher
incomes.

Table 11.5 contains the results of the POV Only re-
gression. The presence of the very large t-scores was

previously discussed; they are reported here only to
illustrate the point. It appears that, as a whole, the
income variables have a slightly stronger effect on
miles traveled, relative to the urban form type vari-
ables, a result often seen in other studies of this type.
The differences between urban, exurban, and rural
areas are greatest, based on the coefficients for these
variables, which express the percentage difference in
miles traveled relative to urban.

Transit Only

Table 11.6 shows descriptive statistics from the Tran-
sit Only model. In each of the three remaining mod-
els, the top two income categories (mid inc2 and high
inc) are collapsed into one category due to the smaller
number of observations in these models for those in-
come groups. The exurban and rural urban place type
categories are filtered out for the same reason. Tran-
sit service to these areas is substantially less than in
urban, suburban, and second-city areas, and all of the
remaining models involve individuals who traveled
all or part of their miles on transit. Compared to the
POV Only mode group, the Transit Only mode group
exhibits quite different characteristics. On average,
these individuals are more urban and have lower in-
comes. The average household also has slightly fewer
children.

Table 11.7 contains the results of the Transit Only
model. The model for the Transit Only mode group
indicates that the difference between urban and sub-
urban areas is much greater than in the POV Only
group. However, the relatively large coefficient for
suburb should not be taken to indicate that there is
greater transit usage in the suburbs—indeed, the sub-

Mean Standard Deviation

log pmtpov 3.22 1.12

suburb 0.32 0.47

second city 0.21 0.41

exurban 0.21 0.40

rural 0.09 0.29

mid inc1 0.40 0.49

mid inc2 0.24 0.43

high inc 0.26 0.44

sex 0.50 0.50

kids 0.41 0.49

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Table 11.4
Descriptive Statistics, POV Only Model
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urban portion of Transit Only trips is only 13 per-
cent. Instead, it probably indicates that suburban tran-
sit trips are longer than are urban transit trips. It is
interesting to note that the higher income groups are
associated with progressively increasing miles trav-
eled relative to the lowest income group (the base
variable), even in the Transit Only model. This result
is contrary to expectations that the higher income
categories would have negative coefficients, relative
to low income.

Used Both Modes

POV

Table 11.8 reports the descriptive statistics from the
POV portion of the Used Both Modes models. In

terms of demographics, the individuals in this model
fall squarely between the previous two mode groups.

Table 11.9 reports the results from the POV portion
of the Used Both Modes model. In this model, the
urban place type variables suburb and second city
both indicate a large increase in miles traveled rela-
tive to the urban base variable. Although the kids
variable in the previous two models appeared to be
meaningfully and positively associated with a greater
number of miles traveled, in this model it does not.

Transit

Table 11.10 reports the results from the transit por-
tion of the Used Both Modes model (this being the
same group of individuals, the descriptive statistics

Dependent Variable: log pmtpov

Coefficients Standardized  Beta Coefficients t

(constant) 2.45 5732.51

suburb 0.17 0.07 514.61
second city 0.13 0.05 362.37

exurban 0.37 0.14 1043.66

rural 0.54 0.14 1229.25

mid inc1 0.37 0.16 972.21

mid inc2 0.56 0.21 1348.65
high inc 0.61 0.24 1493.67

sex 0.16 0.07 756.96

kids 0.08 0.04 376.28

Adjusted R Square * 0.056

Weighted N 103,161,122

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Note: * Adjusted R Square is within the range found in other national studies of travel behavior, particularly those using the NTPS.

Table 11.5
Results of the POV Only Model

Table 11.6
Descriptive Statistics, Transit Only Model

Mean Standard Deviation

log pmttran 2.32 1.23

suburb 0.13 0.34

second city 0.11 0.31

mid inc1 0.38 0.49

inc 40+ 0.27 0.45

sex 0.43 0.50

kids 0.32 0.47

Source: Parsons Brinckerhoff Quade and Douglas, Inc.
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are the same as for the POV portion of this mode
group).

This final model estimates the transit portion of daily
miles traveled for individuals who used POV and tran-
sit. In this model, second city is negative relative to
the base variable, urban. This indicates that those in
second cities are predicted to travel fewer miles by
transit when using both modes compared to those in
urban areas.

Predicted Miles Traveled

By undoing the log transformations of the preceding
models, the number of miles traveled according to

urban classification and mode group can be calcu-
lated.3  The examples below (Table 11.11) all assume
that the person traveling is female, has one child, and
lives at the mean density within her model group (each
model has a different mean density). The predicted
miles would increase, across all places, mode, and
income groups, for a male. They would also increase
with increased number of children in the household,
although by a smaller amount than with gender. The
last three rows are the total miles traveled, by POV
and by transit, summed for both modes.

As would be expected from the coefficients from the
model results, the effect of income within groups is
slightly more powerful than the differences between
urban form groups. That said, there are a number of
interesting conclusions to be drawn. First, of all
groups, those who travel by POV only are predicted
to travel the greatest number of daily miles, ranging
from 13 miles for a low-income, urban female to 40
miles for a high-income, rural female. Second, it is
not surprising that those who travel by transit only

Dependent Variable: log pmttran

Coefficients Standardized Beta Coefficients t

(constant) 1.70 1249.25

suburb 0.64 0.17 320.00

second city 0.20 0.05 94.25

mid inc1 0.33 0.13 219.80

inc 40+ 0.46 0.17 268.49

sex 0.37 0.15 285.41

kids 0.29 0.11 207.96

Adjusted R Square 0.099

Weighted N 3,338,127

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Table 11.7
Results of the Transit Only Model

Mean Standard Deviation

log pmtpov 2.08 1.26

suburb 0.24 0.43

second city 0.21 0.40

mid inc1 0.39 0.49

inc 40+ 0.38 0.48

sex 0.44 0.50

kids 0.39 0.49

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Table 11.8
Descriptive Statistics, Used Both Modes: POV
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between each variable multiplicative. The general form of
the equation is: exp(pmt) = exp(const) * exp(UPT) *
exp(income) * exp(kids * #kids).



322

T R A V E L   M I L E S   A N D   C O S T S   I N   T H E   U N I T E D   S T A T E S

are predicted to travel, on average, the fewest num-
ber of daily miles. Clearly, an additional component
of these individuals’ travel takes place on foot or by
bicycle, although the distances are likely to be rela-
tively short. Finally, for those females using both
modes (the majority of which are likely to be users of
park-and-ride facilities), the total predicted miles trav-
eled are close to those for the POV Only group within
each income category.

Turning to differences between the UPT groups,
while POV Only miles peak in the rural areas, Tran-
sit Only miles peak in the suburbs, as do transit miles
for those who used both modes. In the POV Only
group, the differences between urban, suburban, and
second-city areas are small, but increase noticeably
in exurban and town areas. The exurban case is in-
teresting, as it may be that this is the current location

of rapid population increases as the urban edges con-
tinue to expand outward.

In all cases, daily miles traveled for a person in a sec-
ond city are more than in urban areas, except for the
transit portion of the Used Both Modes group. An in-
teresting extension to this study would be further in-
vestigation into the differences between these places.

TIME VARIABLES

A full accounting of the cost of travel must include
estimates for the value of time, as this factor often
comprises a large portion of such costs. The NPTS
data set includes variables describing the number of
minutes spent traveling for each trip taken. At the time
the research team was completing the study, the NPTS

Dependent Variable: log pmtpov

Coefficients Standardized Beta Coefficients t
(Constant) 1.66 796.68

suburb 0.43 0.15 194.77

second city 0.58 0.19 253.95

mid inc1 0.09 0.04 38.03

inc 40+ 0.35 0.14 145.58

sex 0.14 0.06 78.76

kids -0.09 -0.03 -48.01

Adjusted R Square 0.063

Weighted N 1,918,745

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Dependent Variable: log pmttran

Coefficients Standardized Beta Coefficients t
(Constant) 1.99 1033.81

suburb 0.29 0.11 142.68

second city -0.30 -0.10 -143.01

mid inc1 -0.21 -0.09 -97.97

inc 40+ 0.34 0.14 150.12

sex 0.36 0.15 215.90

kids 0.06 0.02 34.64

Adjusted R Square 0.105

Weighted N 1,918,745

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Table 11.9
Results of the Used Both Modes: POV Model

Table 11.10
Results of the Used Both Modes: Transit Model
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data on wait times appeared to be incomplete and the
team elected not to include it.  There is no reported
walk time in the NPTS data.

Time Spent Traveling

In the same way that miles traveled by mode were
summed to the person level, so too were the minutes
spent traveling summed, with observations greater
than the 99th percentile recoded as missing.
Table 11.12 contains weighted descriptive statistics
for the total minutes traveled per person by POV
(POVMIN) and by transit (TRANMIN), from the raw
data file (including non-MSAs and observations for
all persons five years and older).

Ideally, time spent traveling would be predicted us-
ing an analysis that controls for key socioeconomic
variables in addition to urban form. A set of models
was specified and tested, but the results were quite
unsatisfactory. The limitations of theory and time pre-
vented exploring these relationships further, leading

to the adoption of a simpler approach. Using the same
mode groups as the person-miles traveled models
(POV Only, Transit Only, and Used Both Modes),
cross-tabulations were used to summarize the median
values of POVMIN and TRANMIN by mode group
and by urban classification, as shown in Table 11.13.
The median values appear to exhibit enough variabil-
ity to warrant stratification by place type.4

Regarding the median travel times above, the POV
Only mode group minutes exhibit a slight U-shape,
being the highest in rural areas and lowest in second
cities. The Transit Only mode group as a whole has

Income Group Urban Suburban Second City Exurban Rural

POV Only

<$15,000 13 15 14 18 22
$15,000 to $39,999 18 22 21 27 31
$40,000 to $59,999 22 26 25 32 38
$60,000+ 23 28 26 34 40

Transit Only

<$15,000 7 14 9 - -

$15,000 to $39,999 10 19 12 - -

$40,000+ 12 22 14 - -

Used Both Modes:  POV

<$15,000 5 7 9 - -
$15,000 to $39,999 5 8 9 - -
$40,000+ 7 11 12 - -

Used Both Modes:  Transit

<$15,000 8 10 6 - -
$15,000 to $39,999 6 8 5 - -
$40,000+ 11 14 8 - -

Used Both Modes:  TOTAL*

<$15,000 13 17 15 - -
$15,000 to $39,999 11 16 14 - -
$40,000+ 18 25 20 - -

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Note: *“Total” is the sum of the POV and Transit portions from the Used Both models.

Table 11.11
Predicted Average Daily Miles of Travel by Mode Group, Urban Classification, and Income

4 As would be expected, the very large sample size has the
same effect on tests for differences of means as it does on
t-scores and F-statistics. A difference of means test run on
travel times between urban place types for each mode group
resulted in all differences testing as significant at the 0.001
level. The decision to stratify travel time by place type did
not rest on this result, however, as much as on an
observation of the median differences.
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longer travel times than does the POV Only group,
but the longest median travel times are for those in
the Used Both Modes group. The time estimates are
useful only if they are converted to costs in order to
provide an estimate of the value of time spent travel-
ing. The literature on the value of time is extensive. A
recent study for the California Department of Trans-
portation (Caltrans 1999) summarizes the research
and notes that the values of time may vary according
to numerous factors, including wage rates, trip pur-
pose, mode, and travel conditions. Observing that
“there is not a market for buying and selling time”
(pp. 2-4), the researchers note that the derivation of
the value of time must rely on indirect methods. Most
frequently, the value of time is estimated using some
percentage of the wage rate, with half the hourly wage
applied to most types of trips. This study will use the
reported household income to construct an approxi-
mate value-of-time estimate, as described in the next
section.

Value of Time

The 1995 NPTS includes a variable for household
income, which is reported in 18 ranges (this is the
same variable that was used to create the four income
categories used in the miles-traveled regressions).
Each range was assigned its midpoint value, which
was then divided by the number of workers in the
household. This figure is a rough approximation of
each person’s annual income (households with no
workers are not assigned a value). An assumption of
the average number of hours worked per year is
needed to bring this figure to an hourly wage esti-

mate. This was provided by the Bureau of Labor Sta-
tistics, which reports that in 1995, the average num-
ber of hours worked per week was 34.4.5  Multiplied
by 52 weeks, the average number of hours worked
per year was 1788.8. This was divided into the esti-
mated annual income per person. All resulting values
that were less than the minimum wage in 1995
($4.25)6  were recoded to the minimum wage. Finally,
these values were summarized by income category
and halved in order to multiply them by the estimated
minutes traveled. Table 11.14 contains the estimates
of hourly wages by income group, prior to halving.

POVMIN TRANMIN

N Valid 190,637,830 7,729,633
Missing 51,037,171 233,945,368

Mean 76.68 77.18

Median 58 60

Minimum 1 1

Maximum 1,920 920

Percentiles 25 30 34
50 58 60
75 97 104
95 202 180
99 390 315

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Urban Place Type Median

POV Only

Urban 62
Suburb 61
Second City 59
Exurban 65
Rural 67

Transit Only

Urban 66
Suburb 80
Second City 70

Used Both: Pov

Urban 25
Suburb 31
Second City 35

Used Both: Transit

Urban 58
Suburb 60
Second City 36

Used Both: Total*

Urban 83
Suburb 91
Second City 71

Source: Parsons Brinckerhoff Quade and Douglas, Inc.
Note: *“Total” is the sum of the POV and Transit portions from the
Used Both models.

Table 11.12
Descriptive Statistics (weighted) for

Minutes Traveled by Mode

Table 11.13
Median Travel Time in Minutes

by Mode Group and by Urban Place Type

5 Information obtained from the Bureau’s Web site,
April 6, 2000. <http://146.142.4.24/cgi-bin/surveymost>.

6 Information on the minimum wage was obtained from
the Department of Labor Web site, April 6, 2000. <http://
www.dol.gov/dol/esa/public/minwage/chart.htm>.
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Total Value of Time Traveled

The estimated number of minutes traveled by urban
place type and income group, from Table 11.13, was
converted to equivalent hours and multiplied by one-
half of the estimated hourly wage from Table 11.14.
This yields the following estimates of the value of
time spent traveling according to income group and
urban place type (Table 11.15).

POV Only Group All Others

Income Group Estimated Hourly Wage Income Group Estimated Hourly Wage

<$15,000 $5.26 <$15,000 $5.26

$15,000 to $39,999 $11.74 $15,000 to 39,999 $11.74

$40,000 to $59,000 $18.29 $40,000+ $23.48

$60,000+ $28.67

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Table 11.14
Estimated Hourly Wages by Income Group

Income Group Urban Suburb Second City Exurban Rural

POV Only

<$15,000 $2.72 $2.67 $2.59 $2.85 $2.94
$15,000 to $39,999 $6.07 $5.97 $5.77 $6.36 $6.55
$40,000 to $59,999 $9.45 $9.30 $8.99 $9.91 $10.21
$60,000+ $14.81 $14.57 $14.10 $15.53 $16.01

Transit Only

<$15,000 $2.89 $3.51 $3.07 - -
$15,000 to $39,999 $6.46 $7.83 $6.85 - -
$40,000+ $12.91 $15.65 $13.70 - -

Used Both Modes: POV

<$15,000 $1.10 $1.36 $1.53 - -
$15,000 to $39,999 $2.45 $3.03 $3.42 - -
$40,000+ $4.89 $6.07 $6.85 - -

Used Both Modes: Transit

<$15,000 $2.54 $2.63 $1.58 - -
$15,000 to $39,999 $5.67 $5.87 $3.52 - -
$40,000+ $11.35 $11.74 $7.04 - -

Used Both Modes: TOTAL*

<$15,000 $3.64 $3.99 $3.11 - -
$15,000 to $39,999 $8.12 $8.90 $6.94 - -
$40,000+ $16.24 $17.81 $13.89 - -

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Note: *“Total” is the sum of the POV and Transit portions from the Used Both models.

Table 11.15
Value of Time Traveled: By Urban Place Type, Income, and Mode Group

The values in the above table highlight the effect of
assuming that the value of time is linked to one’s
hourly earnings. It creates quite a steep gradient be-
tween income groups. The value-of-time estimates
will be added to the other costs of miles traveled later
in this chapter. The estimation of the number of miles
traveled was described in the Travel Model Results
section. The costs that will be attached to those miles
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are discussed in the next two sections. All of these
estimates are brought together in the final section.

PRIVATE VEHICLE COSTS

There are many factors that contribute to the cost of
travel in private vehicles. For the purposes of this
discussion, these factors have been grouped into five
categories:

• Direct Fixed Costs of Vehicle Ownership
• Direct Variable Costs of Vehicle Ownership
• Value of Travel Time
• Governmental Costs
• Social/Environmental Costs

This section describes these factors. The next section
derives estimates for them.

Direct Fixed Costs of Vehicle
Ownership

The direct fixed costs of vehicle ownership are those
that an individual or household incur simply by own-
ing a private vehicle. These include the costs of fi-
nancing or purchase, vehicle depreciation, and the
insurance that is required in order to operate a ve-
hicle. While there is, in fact, some variation in depre-
ciation and insurance based on the daily or annual
vehicle-miles traveled and the location of the vehicle,
the majority of these costs are fixed.

There are two other fixed costs of ownership—regis-
tration and licensing, and storage or home parking
costs. Registration and licensing costs paid by an in-
dividual or household can vary substantially based
on the number of vehicles registered or licensed and
the fee structure of the local government. Neverthe-
less, under normal driving conditions these costs are
less than a penny per passenger mile. Regarding ve-
hicle storage or parking, for most vehicle owners this
is the cost of a garage or an off-street parking space
at the vehicle owners’ residence. Parking spaces have
a long functional life and therefore produce relatively
small costs when considered on an annual basis.

Direct Variable Costs of Vehicle
Ownership

The direct variable costs of vehicle ownership are
those associated with the operation of a vehicle, and
it is these expenses that are the largest component of
the total cost of travel in any urban setting. These
costs include fuel costs, other consumable costs such
as oil and tires, and normal vehicle repair and main-
tenance. Many factors affect these costs from the per-
spective of the individual vehicle user. For example,
the consumption of fuel during travel is directly re-
lated to the type, age, and mechanical condition of a
vehicle.

There are numerous changes in exterior conditions
that can affect the cost of travel during a single ve-
hicle trip. These include vehicle speed, which initially
decreases cost as vehicle speed increases, and then
increases cost as vehicle speeds reach those of free-
flow freeway traffic. Other exterior environmental
factors include road gradient, curvature, and the con-
dition of the road surface. On an annual basis, the
impact of these individual trip environment factors is
offset by the large number of miles traveled.

Value of Travel Time

The value of travel time is a major component in any
estimate of travel costs. Numerous studies and trans-
portation planning guidance documents provide esti-
mates of the value of travel time. It is sometimes split
into two categories: on-the-clock (i.e., working time)
and off-the-clock time. On-the-clock time is normally
assumed to be equal to the full wage of the driver.
Off-the-clock time is commonly estimated to be half
the prevailing wage for commuting trips.
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Commuting time has traditionally been considered
to be more valuable than travel time used for per-
sonal or social trips. Recent research casts doubt on
this assumption. In addition, it is commonly assumed
that higher-income individuals place a higher value
on their travel time than lower-income individuals.
An estimation of time costs was derived in the previ-
ous section and will not be addressed further here.

Governmental Costs

The government costs of travel are primarily associ-
ated with the expense of enforcing traffic laws, po-
lice and court costs, and that portion of the public
cost of accidents not covered by insurance. These
costs are relatively modest for most areas and are
predominantly the responsibility of local government.

The cost associated with the construction and main-
tenance of the road system is not necessarily a gov-
ernmental cost of travel. Most publicly built road fa-
cilities are constructed using money collected as part
of a fuel tax (Federal Highway Administration 1999).
This cost has already been accounted for in the vari-
able direct cost of travel. Most of the local road sys-
tem is constructed as part of the land development
process. The cost of this capital infrastructure is in-
cluded in the cost of home and commercial structures.
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It is paid as part of the mortgage, lease, or purchase
price of buildings.

Social/Environmental Costs

The social costs and/or environmental costs of travel
have been the subject of much debate and discussion.
These external costs normally are borne by society
as a whole rather than the people who generate them.
The social costs of transportation include those asso-
ciated with noise, air pollution, and water pollution
from road runoff, to name a few. Air pollution costs
generally comprise the largest portion of these. The
role of air pollution as a source of health problems
and property damage has been extensively docu-
mented during the last quarter-century. Estimates of
this cost are usually made in the aggregate for the
nation as a whole. When these costs are translated to
a person-mile basis, they total several cents per mile.

Costs Used in This Study

Most of the cost estimates used in this analysis are
averages derived from national databases or national
case studies. They are grouped in three general cat-
egories: User Costs, Governmental Costs, and Soci-
etal Costs.
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Although automobile cost estimates are most fre-
quently measured in dollars per vehicle-mile traveled
($/VMT), the cost-of-travel estimates used in this
analysis are denominated in dollars per passenger-
mile traveled ($/PMT) in order to facilitate the com-
parison between private vehicle costs and transit costs.
The conversion of VMT to PMT is done by dividing
the costs of travel expressed in VMT by the average
occupancy for all trips, 1.59 persons per vehicle, as
derived from the 1995 NPTS data. This occupancy is
higher than the occupancy for work trips, 1.14 per-
sons per vehicle.

User Costs

As described previously, user costs are those paid
directly by the traveler, such as the cost of gasoline,
oil, tires, and parking. These costs also include indi-
rect costs, such as vehicle depreciation and the cost
of insurance. The largest portion of the user costs is
the direct cost of vehicle ownership, which has two
components—fixed costs and variable costs.

The fixed costs of ownership are costs that do not
vary on an annual basis, such as the cost of vehicle
purchase or financing, the cost of vehicle deprecia-
tion, the cost of vehicle insurance, and the cost of
vehicle storage or parking at the owner’s residence.
A vehicle owner incurs these costs whether the ve-
hicle is driven one mile per year, 10,000 miles per
year, or 25,000 miles per year. Obviously, the fixed
cost per vehicle-mile traveled varies substantially
depending on the number of miles traveled during a
year.

The American Automobile Association (AAA) esti-
mated that in 1995 the fixed costs of vehicle owner-
ship for a private automobile were $0.410 per VMT,
assuming 10,000 miles of driving per year. This esti-
mate was derived for AAA by Runzheimer Interna-
tional and is based on a composite cost estimate us-

ing the cost for three types of cars driven 15,000 miles
per year in stop-and-go traffic. The present study will
use this estimate of the fixed costs of vehicle owner-
ship. Converting it to a cost per PMT in 1995 dollars
results in an estimated cost of $0.258 per PMT for all
trips.7

The variable cost of vehicle ownership is directly re-
lated to the number of miles driven each year as well
as to the type and condition of the vehicle(s) used by
a household. Variable costs include the cost of fuel,
oil, tires, maintenance and repairs, and short-term
parking. AAA estimates that in 1995 the variable cost
of vehicle ownership was $0.096 per VMT based on
information supplied to them by Runzheimer Inter-
national. Once again, this cost is a composite based
on the cost of operating three different classes of ve-
hicles driven 15,000 miles per year in stop-and-go
traffic. The AAA estimate of the variable cost of ve-
hicle ownership will be used. Transforming this cost
to a per PMT basis in 1995 dollars yields an estimate
of $0.060 for all trips.

Internal accident costs are those borne by individu-
als and not reimbursed by insurance payments. These
costs include pain and suffering, lost time at work,
disabilities, and other costs to individual vehicle us-
ers that are not recoverable from insurance compa-
nies or other responsible individuals. Litman (1995)
estimates that the costs in this category total $0.060
per PMT, on average.

Internal parking costs are the costs of providing park-
ing for a vehicle at an individual’s place of residence.
These include the cost of facilities such as garages,
carports, or other off-street parking spaces. The cost
estimates are based on the annualized cost of this
parking infrastructure. Litman (1995) provides a best
estimate of this cost as $0.027 per PMT.

Governmental Costs

The governmental cost of travel includes both direct
governmental costs, such as police and court system
costs for traffic enforcement, and indirect costs, such
as the cost of accidents that are picked up by the gov-
ernment for those unable to pay.

7 All costs are summarized in a table at the end of this
section.
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Municipal costs include a variety of governmental
administrative functions that are not paid for by gas
taxes but are directly related to traffic and travel.
These include police and court services used for the
enforcement of traffic laws and fire services that are
provided for traffic-related problems. These costs can
also include corrections costs. Litman estimates these
at $0.006 per PMT.

External accident costs are unrecoverable accident
costs that are predominantly picked up by govern-
ment. These costs include medical and emergency
services costs that are not reimbursed by insurance,
disability costs that become the responsibility of the
government and are not recoverable from insurance
companies or individuals, and other similar costs that
fall to the government because there is no one else to
pay. Litman estimates these costs at $0.023 per PMT.

External parking costs are the value of off-street park-
ing spaces that are provided free to employees and
customers of business. This is a subsidy that raises
the cost of goods and services. The amount of park-

ing required at commercial facilities is a matter of
local government regulation, and at times local gov-
ernments are directly involved in the provision of
parking lots in retail areas. Therefore, external park-
ing costs are classified as governmental costs. Litman
estimates these costs to be $0.031 per PMT.

Societal Costs

Societal costs are, by definition, external costs of
vehicle travel. They reflect the cost of consuming
common goods such as air or water, or the cost re-
lated to air, land, or water pollution. These costs are
the subject of much discussion, debate, and some dis-
agreement on the accuracy of the estimated values
and on their place in the public policy process.

Delucchi (2000) provides a set of environmental cost
estimates that can be converted to a cost per PMT
(Table 11.16). These estimates produce a range of
costs and include a best estimate for four classes of
environmental costs that are directly applicable to this
modeling process. Delucchi’s method of producing a
cost estimate is similar to the one used by Litman
(1995). For the sake of comparison, Delucchi and

Delucchi

Low Estimate High Estimate “Best” Estimate Litman

Air Pollution  $0.018  $0.271  $0.046  $0.051

Water Pollution  $0.000  $0.001  $0.001  $0.010

Noise Pollution  $0.000  $0.008  $0.001  $0.010

Climate Change  $0.002  $0.020  $0.007 N/A

Total  $0.021  $0.301  $0.055  $0.072

Source: Delucchi (2000) modified by Parsons Brinckerhoff; Litman (1995)

Table 11.16
External Environmental Costs per VMT

($1995)

Delucchi
Best Estimate Litman

Air Pollution  $0.029  $0.032

Water Pollution  $0.001  $0.006

Noise Pollution  $0.001  $0.006

Climate Change  $0.004 N/A

Total  $0.036  $0.045

Source: Delucchi (2000) modified by Parsons
Brinckerhoff; Litman (1995)

Table 11.17
Adjusted External Environmental Costs

per PMT ($1995)
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Litman’s cost estimates are shown together in the fol-
lowing tables. The estimates are adjusted to 1995
dollars using the Consumer Price Index for All Ur-
ban Consumers to correspond to the same time frame
as the NPTS data.

Table 11.17 shows the same cost estimates converted
from VMT costs to PMT costs using 1.59 persons
per vehicle, as described previously. Delucchi’s esti-
mates are used in this study as they are the most re-
cently estimated. Air pollution costs, estimated at
$0.029 per PMT, are one of the most obvious exter-
nal costs associated with the use of vehicles powered
by internal combustion engines. It is possible to esti-
mate the amount of air pollution produced per year,
measured in tons or kilograms, for any vehicle fleet
with a known distribution of vehicle types. The result
is an aggregate estimation of the amount of air pollu-
tion produced. Since air pollution from motor vehicles
tends to be most heavily concentrated in urban areas,
the health impacts of air pollution will generally be
greatest in or near urban areas and along heavily trav-
eled rural highways.

Water pollution costs are estimated to be $0.0006 per
PMT. These costs are attributed to a variety of sources
including leaking underground fuel tanks, large oil

spills, contaminated urban runoff, and nitrogen depo-
sition (nitrogen oxide). Each of these costs was esti-
mated individually, and an aggregate cost was devel-
oped as a sum of these estimates.

Noise pollution costs are estimated at $0.0006 per
PMT. These costs are somewhat harder to quantify
than those of air pollution costs. In addition, noise
impacts are quite localized. The highest levels of noise
pollution from vehicles in an urban area are normally
found on heavily traveled arterial streets and free-
ways. Higher-speed traffic also generates more noise
than does lower-speed traffic. Delucchi’s approach
to estimating the cost of noise pollution is to estimate
the impact from a 10 percent increase in vehicle-miles
traveled for different types of vehicles and different
types of roads.

Climate change costs are an estimate of the costs as-
sociated with increases in the concentration of green-
house gases and motor vehicle travel in the United
States. It is estimated that these produce as much as
30 percent of the total United States production of
carbon dioxide. Delucchi’s estimate of $0.004 per
PMT is based on a life cycle emissions model (1991
and 1997) that considers variables such as fuel
economy, gasoline quality, grams-per-mile emission
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factors for vehicles, energy use at refineries, and other
similar factors.

Summary of Private Vehicle Costs

All of the costs of vehicle travel discussed above are
shown in Table 11.18. For purposes of comparison,
costs are shown for all trips and for work trips. The
cost of all trips will be used to estimate the cost of
travel in this analysis.

The cost of work trips is included in this summary
because this class of trips produces the highest de-
mand on the transportation system. Work trips are
also the most heavily studied and frequently mod-
eled portion of the trips made in any area. It is inter-
esting to note that the estimated cost of work trips by
private vehicles is nearly the same as the estimated
cost of transit trips described in the next section of
this report. Since transit trips are predominantly work
trips, this suggests that the cost of travel to work may
be approximately the same regardless of mode when
measured on a PMT basis (Table 11.18).

Cost of Private Vehicle Travel
$/PMT (1995 $)

$/PMT for All
Trips

$/PMT for Work
Trips

User Cost

Fixed Costs of Ownership $0.258 $0.360
Variable Costs of Ownership $0.060 $0.084
Internal Parking Costs $0.027 $0.038
Internal Accident Costs $0.032 $0.045

Subtotal $0.378 $0.527

Governmental Costs

Municipal Costs $0.006 $0.008
External Parking Costs $0.031 $0.043
External Accident Costs $0.023 $0.032

Subtotal $0.059 $0.083

Social Costs

Air Pollution $0.029 $0.040
Water Pollution $0.001 $0.001
Noise Pollution $0.001 $0.001
Climate Change $0.004 $0.006

Subtotal $0.035 $0.048

Total Cost per PMT $0.473 $0.658

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Table 11.18
Summary of Private Vehicle Travel Costs

Source of Uncertainty in Estimates

There are numerous sources of uncertainty in the es-
timates of private vehicle costs. It is important to il-
lustrate a few of them here, although these differences
will not be expressed in the full cost estimates in this
study.

Variation by Geography

Travel costs vary by geography as a function of the
different mix of vehicles in the fleet for each geo-
graphic area. Litman (1995) estimated that fixed costs
for private vehicles ranged from $0.18 per VMT for
a fuel-efficient automobile to $0.27 per VMT for a
van or light truck.

The automobile share of the vehicle fleet ranges from
76 percent in the urban areas to 52 percent in rural
areas, while the percentage of light trucks and sport
utility vehicles ranges from 14 percent in urban areas
to 37 percent in rural areas. This variation has prob-
ably shifted somewhat in the last five years with the
increase in market share of SUVs and light trucks.
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Finally, driving conditions will vary across urban and
rural areas. In rural environments, vehicles are more
likely to be operated under free traffic-flow condi-
tions. This means that the VMT variable operating
cost should be lower for each vehicle type, given simi-
lar road and terrain conditions. Urban and suburban
vehicles can be expected to spend more time operat-
ing in congested traffic and, as a result, should ex-
pect to experience higher variable operating costs per
mile.

Range of Variance in Cost
Estimates

Table 11.19 from Delucchi (2000) shows the social
costs of automobiles, derived from a national data
set from 1990 and expressed in 1991 dollars. The
costs have been converted into a cost per vehicle-
mile traveled.

Because these cost estimates are not organized in a
manner that is directly transferable to the modeling
process used in this study, they are not used further in
this report. However, the estimates illustrate the very
wide range of costs within each category, which is a
major source of uncertainty in a full cost framework
analysis.

TRANSIT COSTS

All of the costs described in this section were de-
rived from the 1995 National Transit Database com-
piled by the Federal Transit Administration (U.S.
Department of Transportation 1997). For the purposes
of this study, rail transit includes commuter-rail,
heavy-rail, and light-rail. Bus transit includes motor
bus and trolleybus. Collectively, these modes of trans-
portation are consistent with the transit modes re-
ported in the NPTS.8

All of the costs described in this section are long-run
average costs, reflecting transit-capital investments,
transit-route development, regional housing and em-
ployment locational decisions, and transit ridership
patterns that have occurred over many years. Although
travelers base their trip-making behavior (including
mode choice) on marginal costs, it is more appropri-
ate to report long-run average costs in a study that
measures travel behavior at the national scale, where
travel decisions are influenced by many years of ac-
cumulated transportation investment. It is worth not-

Cost Item Low Estimate High Estimate

Environmental external cost of motor vehicle use 0.016 0.246

Other nonmonetary external cost: pain and suffering in motor vehicle accidents,
nonmarket costs of travel delay, nonmonetary cost of crimes and fire related to
using or having motor vehicle goods, services, or infrastructure 0.019 0.099

Monetary externalities (e.g. monetary costs of accidents and travel delay,
“energy security” costs of using oil) 0.021 0.046

Government infrastructure and service related to motor vehicle use (highways,
highway patrol, etc.) 0.061 0.115

Goods and services bundled in the private sector (e.g. “free parking”) 0.035 0.130

Goods and services provided in the private sector (vehicle fuel, etc.) 0.383 0.452

Personal nonmarket costs (e.g., own risk in accidents, travel time when not
subject to delay) 0.246 0.451

Total Costs, ($/VMT) 0.781 1.686

Total Costs, ($/PMT ) 0.491 1.060

Sources: Delucchi (2000) modified by Parsons Brinckerhoff.

Table 11.19
Total Social Cost per Vehicle-Mile Traveled

($1991)

8 Costs were not developed for the following transit modes,
although they are reported in the National Transit Database:
automated guideways, cable cars, demand-response,
ferryboats, inclined planes, jitneys, monorails, publicos
(Puerto Rico), and vanpools.
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ing that marginal transit costs tend to be significantly
lower than average costs (Litman 1999). The follow-
ing conditions explain this tendency:

• Transit vehicles typically have excess capacity
(i.e., the cost of filling an empty seat is small).
Only about one-fifth of transit trips occur under
fully loaded conditions when increased demand
would require added service.

• Transit-vehicle capacity can often be increased at
lower-than-average cost if larger vehicles are used.

• Frequent transit service reduces wait times and
costs.

Operating Costs

Operating costs are derived from the National Tran-
sit Database (Transit Operating Expenses by Mode
and Function: Details by Transit Agency). Operating
costs for the following are paid from federal, state,
and local funds (e.g., taxes):

• vehicle operations
• vehicle maintenance
• non–vehicle maintenance
• general administration
• purchased transportation

For the purpose of this study, funds that are distrib-
uted to transit agencies by governments are consid-
ered to be government-incurred costs, regardless of
the original source of the funding (e.g., business or
resident taxes). For 1995, total government operat-
ing costs for rail and bus transit were $6.1 billion and
$9.3 billion, respectively.

In addition, transit users pay fares that are used to
defray operating costs. As the National Transit Data-
base does not tabulate fare revenue by transit mode,
this information was obtained from the American
Public Transportation Association’s (APTA) Web site.
Passenger fares are comprised of the following:

• base fares
• zone and express service premiums
• extra cost transfers
• revenues earned but paid for by an organization,

not the rider
• special routes for which revenues are guaranteed

by beneficiaries of the service

For 1995, total passenger fares (i.e., user costs) for
rail and bus transit were $3.22 billion and $3.34 bil-
lion, respectively.

Capital Costs

Capital costs were derived from the National Transit
Database (Capital Funds Applied by Type of Expen-
diture). Capital costs for the following are paid from
federal, state, and local sources:

• rolling stock
• facilities
• other expenses

For the purposes of this study, funds that are distrib-
uted to transit agencies by governments are consid-
ered to be government-incurred costs, regardless of
the original source of the funding (e.g., business or
resident taxes). For 1995, total government capital
costs for rail and bus transit were $4.9 billion and
$1.8 billion, respectively. It is important to note that
capital costs reflect actual cash expenditures for capi-
tal assets in the reporting year. While some transit
agencies do record depreciation using various meth-
ods, many agencies do not because they are not re-
quired to do so. Because of these discrepancies, de-
preciation is not published in the National Transit
Database.

To assess the “lumpiness” of the capital costs reported
in 1995, these costs were compared with capital costs
reported from 1992 to 1997. Table 11.20 shows capi-
tal-cost trends by transit mode for this time period.
The figures reveal that capital costs for 1995 do not
vary significantly from the six-year average. One can
conclude that the cash outlays reported in 1995 are
representative of recent actual capital expenses.

Societal Costs

Societal costs are costs that are incurred by the gen-
eral public. These costs are not paid by the users who
generate them. The following social costs are typi-
cally associated with transit use:

• accident costs
• air pollution
• water pollution
• noise

Based on the findings of previous research (Parsons
Brinckerhoff Quade & Douglas, Inc. 1996a), only air
pollution is estimated to amount to more than one-
half cent per passenger-mile (for motor bus transit).
Air pollution costs, for instance, were estimated to
equal $.01 and $.03 per passenger-mile for peak and
off-peak transit usage, respectively. Most light-rail
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systems use electric power generated from remote
sources and do not directly produce exhaust or emis-
sions. To measure the relevant air pollution impacts,
it would be necessary to measure the emissions of
the power plants that generate the electricity that
power the light-rail vehicles.

Passenger-Miles

Passenger-miles by transit mode were derived from
the National Transit Database (Transit Operating Sta-
tistics: Service Supplied and Consumed: Details by
Transit Agency). For 1995, total passenger-miles were
19.6 billion for rail transit and 17.2 billion for bus
transit.

Findings

Table 11.21 shows the average operating cost and av-
erage total cost per passenger-mile by transit mode
for 1995. These costs are national long-run average
costs. This study uses the weighted average estimate
of $0.60 per person-mile.9

Based on the actual 1995 data, capital costs account
for a relatively high share (45 percent) of total costs
for rail transit. These costs are probably overstated,
however, as many rail lines probably remained in-

Year Bus Rail Total

1992 $1,443,636,000 $4,168,260,000 $5,611,896,000

1993 $1,668,100,921 $4,243,503,187 $5,911,604,108

1994 $1,566,736,533 $4,154,102,901 $5,720,839,434

1995 $1,855,629,610 $4,935,321,572 $6,790,951,182

1996 $1,996,975,131 $4,633,821,990 $6,630,797,120

1997 $2,228,825,893 $4,715,348,533 $6,944,174,426

Average $1,793,317,348 $4,475,059,697 $6,268,377,045

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Note: * Indexed to 1995 based on CPI for All Urban Consumers.

Table 11.20
Capital Cost Trends 1992 to 1997 by Transit Mode*

1995 Annual Figures Bus Rail Total

Operating Costs ($) 9,385,888,550 6,109,245,681 15,495,134,231
Capital Costs ($) 1,855,629,610 4,935,321,572 6,790,951,182
Total Costs ($) 11,241,518,160 11,044,567,253 22,286,085,413

Passenger Fares ($) 3,341,200,000 3,222,200,000 6,563,400,000

Agency Passenger-Miles 16,146,608,521 18,998,778,689 35,145,387,210
Purchased Passenger-Miles 1,064,893,855 662,768,545 1,727,662,400
Total Passenger-Miles 17,211,502,376 19,661,547,234 36,873,049,610

Operating Cost per Passenger-Mile
Users ($) 0.19 0.16
Government ($) 0.36 0.15
Social* ($) 0.01 N/A

Total Operating Cost per Passenger-Mile ($) 0.56 0.31
Capital Cost per Passenger-Mile (Gov't) ($) 0.10 0.25 Weighted Average ($)

Total Cost per Passenger-Mile ($) 0.66 0.56 0.60

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Note: * Based on peak-hour emissions.

Table 11.21
Average Operating Costs and Total Cost per Passenger-Mile by Transit Mode

9 Person-mile and passenger-mile are used interchangeably
in this study.



335

complete at the year-end despite substantial capital
expenditures. Thus, while capital costs were recog-
nized and tabulated, these facilities would not yet be
generating transit ridership.

The goal of this study is to determine how transpor-
tation costs per person-mile vary depending on ur-
ban form. Due to the aggregate nature of the transit
data (tabulated at the transit agency level), however,
it was not possible to account for the effects of urban
form upon transit ridership. To account for these re-
lationships, route-level ridership at the local-jurisdic-
tion level would need to be analyzed.

It is important to note that the cost-per-person-mile
data developed for this study reflects actual transit
provision and usage, which is a function of transit
pricing (fare policy) and transit availability, among
many other factors. Because urban environments with
high population and employment densities generally
produce higher transit ridership, costs per person-mile
in these areas would generally be lower than costs in
areas with more dispersed development patterns (Par-
sons Brinckerhoff Quade & Douglas, Inc. 1996b). This
cost differential, however, might not be as pronounced

if actual marginal-cost pricing were implemented for
transit. According to some researchers, in addition to
charging higher fares for longer trips, marginal-cost
pricing would, for example, require transit riders to
pay higher fares when bus use is heavier (i.e., in dense
areas, during peak periods, and/or traveling in the in-
bound direction). The rationale behind marginal-cost
pricing is that transit riders under these conditions

• impose more boarding time delay on more pas-
sengers;

• increase the likelihood that the vehicle fleet
would need to be increased to accommodate rid-
ers that get passed up when transit vehicles are
full.

Thus, if full marginal-cost pricing were implemented,
costs (i.e., fares) for some urban riders would increase
and transit ridership could decrease (or remain about
the same) depending on the fare elasticity of demand
for these riders. This could result in higher costs per
person-mile if service levels were held constant.

In addition, some researchers contend that from an
economic efficiency standpoint, many transit systems
are overcapitalized, particularly with regard to sub-
urban service (Karlaftis, McCarthy, and Sinha 1999).
These researchers contend that

• too much service is directed to low-density ar-
eas (i.e., higher-income suburban residents value
transit service much less than do lower-income
residents);

• overly large vehicles are used to provide this ser-
vice (transit managers counter that large vehicles
are required to serve peak-period loads).

If these allegations are true, actual costs for transit
service in low-density areas may be inefficiently high;
reduced capital investment would result in more uni-
form costs per passenger-mile within a given metro-
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politan area. This would cause average and marginal
costs to converge as seats are used more efficiently.

To conclude, in addition to economic efficiency, tran-
sit agencies must take into account many other fac-
tors (e.g., social equity and environmental, techno-
logical, and political issues) in designing their transit
services. It is beyond the scope of this chapter to dis-
cuss optimal transit fare and fleet-composition poli-
cies and to speculate on their potential impacts on
transit costs and ridership at the local or national lev-
els. Thus, the methods discussed above provide the
most reasonable option.

FULL COSTS OF TRAVEL

Table 11.22 shows the estimated cost of travel by in-
come group, mode group, and urban place type; it
does not include the value of time. This table was
created by multiplying the predicted miles in
Table 11.11 by the estimated per-mile cost of travel

for POVs ($0.47) and transit ($0.60). The last three
rows sum the estimates for the POV portion and tran-
sit portion of daily travel for the “used both” mode
group.

The estimated costs of travel, above, are for one
person’s daily miles of travel according to his or her
income group and urban place type. On a daily, per-
person basis, the differences in cost by place are not
inconsequential. A person in the suburbs, traveling
by POV only, is responsible for travel costs that are
19 percent higher on average than a person of similar
characteristics in an urban area. The difference be-
tween costs in urban and exurban areas is more pro-
nounced; there is a 45 percent increase in the exurban
areas.

Table 11.23 shows the full cost of travel including
the value of time. This table was created by adding
the estimated values of time from Table 11.15 to the
costs in Table 11.22, according to income, mode
group, and place type.

Income Group Urban Suburban Second City Exurban Rural

POV Only

<$15,000 $5.95 $7.05 $6.76 $8.64 $10.22
$15,000 to $39,999 $8.64 $10.24 $9.82 $12.54 $14.83
$40,000 to $59,999 $10.36 $12.28 $11.77 $15.04 $17.80
$60,000+ $10.97 $13.00 $12.47 $15.93 $18.84

Transit Only

<$15,000 $4.40 $8.32 $5.37 - -
$15,000 to $39,999 $6.15 $11.63 $7.49 - -
$40,000+ $6.97 $13.17 $8.49 - -

Used Both, POV

<$15,000 $2.28 $3.51 $4.08 - -
$15,000 to $39,999 $2.50 $3.84 $4.46 - -
$40,000+ $3.25 $4.99 $5.81 - -

Used Both, Transit

<$15,000 $4.64 $6.20 $3.44 - -
$15,000 to $39,999 $3.75 $5.01 $2.78 - -
$40,000+ $6.50 $8.68 $4.81 - -

Used Both: TOTAL*

<$15,000 $6.92 $9.71 $7.52 - -
$15,000 to $39,999 $6.25 $8.85 $7.24 - -
$40,000+ $9.75 $13.67 $10.62 - -

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Note: *“Total” is the sum of the POV and Transit portions from the Used Both models.

Table 11.22
Full Travel Costs by Place Type, Income, and Mode Group without Time Costs
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With the inclusion of time costs, the differences be-
tween place are decreased somewhat in percentage
terms, and there are now, as would be expected, rela-
tive differences between income groups. The increase
in daily travel costs for a person using a POV only
ranges from 7 percent to 12 percent when comparing
an urban area to a suburban one, depending on one’s
income group; the increase in costs ranges from
22 percent to 33 percent when comparing an urban
area to an exurban one. It is important to note that
those who experience the greatest percentage in-
creases in travel costs are those in the lowest income
group—for all mode groups (referring to the user
portion of costs). Thus, although the value of time, as
constructed for this study, increases with income, the
effect of including this measure in the analysis indi-
cates that those in the lower-income groups experi-
ence the highest percentage increases in travel costs,
regardless of mode, when comparing urban areas with
the other place types.

Income Group Urban Suburban Second City Exurban Rural

POV Only

<$15,000 $8.67 $9.72 $9.35 $11.49 $13.15
$15,000 to $39,999 $14.70 $16.20 $15.59 $18.90 $21.39
$40,000 to 59,999 $19.81 $21.58 $20.77 $24.95 $28.01
$60,000+ $25.78 $27.57 $26.56 $31.46 $34.85

Transit Only

<$15,000 $7.30 $11.83 $8.43 - -
$15,000 to $39,999 $12.61 $19.45 $14.34 - -
$40,000+ $19.88 $28.83 $22.19 - -

Used Both, POV

<$15,000 $3.38 $4.86 $5.61 - -
$15,000 to $39,999 $4.94 $6.87 $7.88 - -
$40,000+ $8.14 $11.06 $12.66 - -

Used Both, Transit

<$15,000 $7.18 $8.83 $5.01 - -
$15,000 to $39,999 $9.43 $10.88 $6.30 - -
$40,000+ $17.84 $20.42 $11.85 - -

Used Both: TOTAL*

<$15,000 $10.56 $13.70 $10.62 - -
$15,000 to $39,999 $14.37 $17.75 $14.18 - -
$40,000+ $25.99 $31.48 $24.51 - -

Source: Parsons Brinckerhoff Quade and Douglas, Inc.

Note: *“Total” is the sum of the POV and Transit portions from the Used Both models.

Table 11.23
Full Travel Costs by Urban Area, Income, and Mode Group with Time Costs

RESULTS OF THE ASSESSMENT

The Pairing of the Regression and
Population Allocation Models

The purpose of this section is to view savings in travel
miles and costs associated with two alternative-growth
futures in the United States. These costs include the
costs of time saved in travel. The regression coeffi-
cients discussed earlier in this chapter are applied to
population locating to urban, suburban, rural, and
undeveloped counties (see Chapter 2 of this study for
definitions of these county types by geographic area
of the country). This is done in the following way.

In order to use the results of the regression model in
the population allocation model, the increment of
2000-2025 population 16 years or older (48.5 mil-
lion people) is generated as individual cases with in-
formation on socioeconomic variables matching the
characteristics used in the regression equation. If the
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county is not rural or undeveloped, a share of the cases
(varying from 82 percent in urban to 97 percent in
suburban) is identified as POV Only cases, with the
rest of the cases identified either as Transit Only cases
or Both Mode cases. All cases in undeveloped and
rural counties are identified as POV Only cases.

The 2025 income distribution of the county is then
used to divide the cases into four income ranges. In
addition, one-half of the cases are considered to be
male and one-half female. A share of all cases, re-
flecting the ratio of children to households in a county,
are identified as having children in the household.
This is repeated for all counties under both uncon-
trolled and controlled scenarios to create two data
sets corresponding to the populations added between
2000 and 2025. These populations then contain the
characteristics necessary to apply the coefficients de-
veloped in the regression model (mode of travel, area
type, income group, sex, presence of children). The
total population and personal incomes of each sce-
nario are maintained the same within each EA.

For the regression’s urban areas, this study’s developed
areas of urban and urban center counties are viewed as
similar. For the regression’s suburban areas, this study’s
developed areas of suburban counties are viewed as
similar. For the regression’s exurban areas, this study’s
developed areas of rural, rural center, and undeveloped
counties and the less-developed areas of suburban coun-
ties are viewed as similar. For the regression’s second-
city areas, this study’s less-developed areas of urban
and urban center counties are viewed as similar. For
the regression’s rural areas, this study’s undeveloped
areas of rural center, rural, and undeveloped counties
are viewed as similar.

The coefficients of the four different travel models
(POV Only; Transit Only; Both Modes, POV; and
Both Modes, transit) are applied to the appropriate
cases of the data sets to develop travel-miles by mode.

Cost factors are then applied to the different modes.
In addition, a time cost, which varies by income level
and county type, is added to develop the total costs
of travel including time.

Strengths and Weaknesses of the
Pairing Procedure

The strength of this analysis is that travel character-
istics have been developed for different areas or
county location types that exist nationally and that
are differently occupied under the two growth sce-
narios. To the greatest degree possible, these defini-
tions parallel the place definitions discussed earlier
in this chapter. Populations locating to counties are
then assigned the travel time and travel costs associ-
ated with the location types determined from the re-
gression analysis. There are some obvious inconsis-
tencies between the subcategories of metropolitan
areas for which regressions are run and the catego-
ries of counties and their subareas to which the re-
sults are applied. This cannot be avoided. There is
also the question of scale. For the most part, the ar-
eas for which regression analyses are run are smaller
and more homogeneous than the individual counties
and the developed and undeveloped areas within them.
This is not as limiting a factor as it may appear. The
vast preponderance of the 3,100 counties in the United
States are rural counties receiving very little growth
(2,125). The entire area of most of these counties is
rural. On the other hand, 225 counties are mostly
developed urban and suburban counties, which may
or may not be receiving significant growth but whose
areas are relatively evenly developed. The remaining
750 counties are the significant-sprawl locations,
which have mostly rural areas but urban and subur-
ban pockets. These are the separately differentiated
areas that may prove to be the most problematical.
Notwithstanding the differences between the regres-
sion analyses’ locations and this study’s counties, the
following exercise allows the analyses in this chapter
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to parallel the analyses undertaken in the other im-
pact chapters. The analysis begins with the impacts
of land-development patterns on travel miles and costs
at the national and regional levels.

THE UNITED STATES AND ITS
REGIONS

Over the period 2000 to 2025, the population of the
United States will grow from 281.2 million to
341.9 million—an increase of 60.7 million. Of this,
the population growth of those age 16 and over will
be 48.5 million. Seventy-nine percent of this growth
of 48.5 million people will take place in the South
(22.2 million) and in the West (16.2 million). The
remainder will take place in the Midwest (7.0 mil-
lion) and in the Northeast (3.2 million) (Tables 11.24
and 11.25).

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Region

Urban/
Suburban/

Rural Center
Rural/Un-
developed Total

Urban/
Suburban/

Rural Center
Rural/Un-
developed Total

Difference in
Urban/

Suburban/
Rural Center

Northeast 1,809,856 1,395,252 3,205,108 1,878,245 1,226,287 3,104,532 68,389

Midwest 3,912,127 3,040,529 6,952,655 4,142,550 2,786,972 6,929,522 230,424

South 13,783,357 8,371,645 22,155,001 14,620,750 7,481,196 22,101,946 837,393

West 10,493,288 5,666,584 16,159,872 11,976,576 4,360,059 16,336,636 1,483,289

United States 29,998,627 18,474,009 48,472,636 32,618,121 15,854,515 48,472,636 2,619,495

Source: Woods & Poole (1998); Center for Urban Policy Research, Rutgers University.

Uncontrolled-Growth Scenario Controlled-Growth Scenario

Region
Developed

Areas
Undeveloped

Areas Total Areas
Developed

Areas
Undeveloped

Areas Total Areas

Difference in
Developed

Areas

Northeast 1,950,308 1,254,800 3,205,108 1,999,785 1,104,747 3,104,532 49,477

Midwest 4,174,928 2,777,727 6,952,655 4,338,013 2,591,508 6,929,522 163,085

South 14,343,522 7,811,479 22,155,001 15,251,088 6,850,858 22,101,946 907,566

West 12,286,892 3,872,980 16,159,872 13,032,673 3,303,963 16,336,636 745,781

United States 32,755,651 15,716,985 48,472,636 34,621,559 13,851,077 48,472,636 1,865,909

Source: Woods & Poole (1998); Center for Urban Policy Research, Rutgers University.

Under the uncontrolled-growth scenario, approxi-
mately 62 percent of the 48.5 million, or 30.0 mil-
lion, new residents aged 16 and over will live in ur-
ban, suburban, and rural-center counties; 18.5 million
new residents will live in rural and undeveloped coun-
ties. Under the controlled-growth scenario, approxi-
mately 67 percent of the 48.5 million, or 32.6 mil-
lion, new residents aged 16 and over will live in urban,
suburban, and rural-center counties; 15.9 million will
live in rural and undeveloped counties (Table 11.24).
This amounts to a shift of approximately 2.6 million
people of driving age out of less-developed to more-
developed counties under the controlled-growth sce-
nario. This is an intercounty locational change often
achieved through the establishment of a regional
growth boundary.

In the uncontrolled-growth scenario, slightly more
than 67 percent of 48.5 million new residents aged 16
and over (32.8 million) will reside in the developed

Table 11.24
Population in Urban/Suburban/Rural-Center Counties  versus Rural/Undeveloped

Counties—Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025

Table 11.25
Population in Developed and Undeveloped Areas—

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
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areas of the counties; the remainder (15.7 million)
will live in the undeveloped portions. In the con-
trolled-growth scenario the share residing in the de-
veloped portions of the counties will rise to 71.4 per-
cent (34.6 million) and the remainder (13.9 million)
will live in the undeveloped portions (Table 11.25).
This amounts to a shift of approximately 1.8 million
people to the developed portions of the counties. This
is an intracounty locational change often achieved
through the designation of county urban service ar-
eas.

Avoiding overlap, some share in excess of 70 per-
cent of 4.4 million people of driving age (3.16 mil-
lion people) will experience a change in density and
other locational attributes that will cause a change in
their travel behavior. This will amount to approxi-
mately 6.5 percent of all future residents of driving
age over the 25-year projection period. Tables 11.26
and 11.27 show those of driving age by transit mode
under the two scenarios.

Uncontrolled Growth

Travel Distance

Under the uncontrolled-growth scenario, over the pe-
riod 2000 to 2025, daily miles traveled in privately
owned vehicles will increase by 1.19 billion miles,
or approximately 26 miles per person per day
(Table 11.28). Transit miles traveled daily will amount
to 34.84 million miles or 10 miles per person per day.
This is a total of 1.23 billion travel miles per day. Of
these aggregate daily travel miles, 45.4 percent
(0.56 billion miles) will occur in the South; 32.5 per-
cent (0.40 billion miles) will occur in the West;
14.9 percent (0.18 billion miles) will occur in the

Region POV Transit Used Both All

Northeast        3,092,866             71,135             41,107        3,205,108

Midwest        6,562,904           262,971           126,780        6,952,655

South      20,751,535           948,985           454,480      22,155,001

West      15,009,964           782,918           366,990      16,159,872

United States      45,417,270        2,066,009           989,357      48,472,636

Source: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Region POV Transit Used Both All

Northeast        2,960,726             94,103             49,703        3,104,532

Midwest        6,478,354           307,007           144,161        6,929,522

South      20,460,838        1,119,741           521,368      22,101,946

West      14,887,068           995,359           454,209      16,336,636

United States      44,786,986        2,516,210        1,169,440      48,472,636

Source: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Table 11.26
Population Increment 16 Years and Older by Region and Mode of Travel

Uncontrolled-Growth Scenario: 2000 to 2025

Table 11.27
Population Increment 16 Years and Older by Region and Mode of Travel

Controlled-Growth Scenario: 2000 to 2025
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Midwest; and 7.2 percent (0.09 billion miles) will oc-
cur in the Northeast. Daily miles traveled will increase
in the South at a level of 1.4 times that of the West,
three times that of the Midwest, and six times that of
the Northeast.

Travel Costs

Daily travel costs under the uncontrolled-growth sce-
nario will increase nationally by $986.61 million or
by $0.803 per person-mile traveled (PMT)
(Table 11.29). This is composed of the following: (1)
costs of travel miles, using privately owned vehicles,
of $563.34 million daily at $0.472 per person-mile
traveled (PMT) including the cost of travel time of
$375.52 million daily at $0.315 per person-mile trav-
eled times 97 percent (incidence of POV travelers);

Uncontrolled-Growth Scenario Controlled-Growth Scenario Difference—Savings

Region
POV
Miles

Transit
Miles

Total
Travel
Miles

POV
Miles

Transit
Miles

Total
Travel
Miles

POV
Miles

Transit
Miles

Total
Travel
Miles

Northeast 87,229 1,373 88,601 80,956 1,718 82,674 6,273 -345 5,928

Midwest 178,110 4,571 182,681 171,484 5,180 176,664 6,627 -609 6,018

South 541,339 15,672 557,010 517,354 18,178 535,533 23,984 -2,506 21,478

West 386,849 13,226 400,075 367,536 16,403 383,939 19,313 -3,177 16,136

United
States 1,193,526 34,842 1,228,368 1,137,329 41,479 1,178,809 56,197 -6,637 49,559

Source: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Uncontrolled-Growth Scenario Controlled-Growth Scenario Difference—Savings

Region
POV
Costs

Transit
Costs

Total
Travel
Costs

POV
Costs

Transit
Costs

Total
Travel
Costs

POV
Costs

Transit
Costs

Total
Travel
Costs

Northeast 69,229 1,812 71,041 64,701 2,330 67,031 4,527 -517 4,010

Midwest 138,670 6,364 145,034 134,428 7,244 141,673 4,242 -881 3,361

South 421,409 21,296 442,704 406,586 24,788 431,374 14,823 -3,492 11,330

West 309,554 18,275 327,829 299,565 22,895 322,460 9,989 -4,619 5,369

United
States 938,861 47,746 986,608 905,281 57,256 962,537 33,581 -9,510 24,071

Source: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

and (2) the costs of travel miles, using transit, of
$20.91 million at $0.600 per person-mile traveled
(PMT) including the cost of travel time of $26.84 mil-
lion daily at $0.770 per person-mile traveled times
3 percent (incidence of transit travelers). Travel time
thus adds an average of $0.32 to a $0.47 POV per
person-mile cost and $0.77 to a $0.60 transit per per-
son-mile cost.

Relative total daily travel costs incurred by region
follow directly from relative travel miles and will
amount to 44.9 percent of the total national travel
costs in the South ($442.7 million); 33.3 percent of
total travel costs in the West ($327.8 million);
14.7 percent of total travel costs in the Midwest
($145.0 million); and 7.2 percent of total travel costs
in the Northeast ($71.0 million).

Table 11.28
Additional Daily Travel Miles in Privately Owned Vehicles (POV) and Transit by Region

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
(in Thousands of Miles)

Table 11.29
Additional Daily Travel Costs in Privately Owned Vehicles (POV) and Transit by Region

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
(in $Thousands)
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Controlled Growth

Travel Distance

Under the controlled-growth scenario, over the pe-
riod 2000 to 2025, daily miles traveled in privately
owned vehicles will increase by 1.14 billion miles,
or approximately 24.84 miles per person per day
(Table 11.28). Transit miles traveled will amount to
41.48 million miles daily, or 11.3 miles per person
per day. This amounts to a total of 1.18 billion travel
miles per day. Of these aggregate daily travel miles,
45.4 percent (0.54 billion miles) will occur in the
South; 32.6 percent (0.38 billion miles) will occur in
the West; 15 percent (0.177 billion miles) will occur
in the Midwest; and 7 percent (0.08 billion miles) will
occur in the Northeast. As was the case for the un-
controlled-growth scenario, over the period 2000 to
2025, the increase in total miles traveled in the South
will be 1.4 times that of the West, three times that of
the Midwest, and seven times that of the Northeast.

Overall, there is a decrease in daily privately owned
vehicle travel miles of nearly 56 million (or 4.7 per-
cent) when the controlled-growth scenario is applied.
On the other hand, there is an increase in daily transit
travel miles of 6.6 million (or 19 percent). Overall,
counting the decrease in daily privately owned ve-
hicle travel miles (56 million) and the increase in daily
transit miles (6.6 million), there is a 49.6 million sav-
ings or 4.0 percent in daily travel miles under the
controlled-growth scenario.

Travel Costs

Daily travel costs under the controlled-growth sce-
nario will increase nationally by $962.54 million or
$0.817 per person-mile traveled (PMT)
(Table 11.29). This is composed of the following: (1)
costs of travel miles, using privately owned vehicles
(including travel time) of $905.28 million daily; and
(2) costs of travel miles, using transit (including travel
time) of $57.26 million. Relative total daily travel
costs by region divide the $962.54 million as follows:
44.8 percent ($431.4 million) in the South; 33.5 per-
cent ($322.5 million) in the West; 14.7 percent
($141.7 million) in the Midwest; and 7.0 percent
($67.0 million) in the Northeast.

Privately owned vehicle daily travel costs are de-
creased by $33.6 million when the controlled-growth
scenario is applied—a reduction of 3.6 percent. Tran-

sit daily travel costs are increased by $9.51 million,
or 19.9 percent. Overall, counting the privately owned
vehicle decrease ($33.6 million) and the transit in-
crease ($9.51 million), daily travel costs are reduced
by $24.07 million nationally, or 2.4 percent, under the
controlled-growth scenario.

STATES

Uncontrolled Growth

Travel Distance

The top 20 states in future daily travel demand will
experience 78 percent of all nationally projected daily
travel in privately owned vehicles and transit
(Table 11.30). The total daily travel increase of these
states is 953 million miles. Of this, travel in privately
owned vehicles will amount to 926 million miles and
transit travel 34.8 million miles. Eighteen of 20 of
these states are growing significantly in the number
of new households; they are also undergoing the most
land conversion. Except for Illinois and Pennsylva-
nia replacing Nevada and Utah on the list of most
significant travel-demand states, the lists of most sig-
nificant growth states and most significant travel-de-
mand states would be identical. The three fastest-
growing states are also the three states with the largest
number of daily travel miles added. These are Cali-
fornia, Florida, and Texas, which have two to three
times (111 to 164 million miles each) the level of
travel miles added of the next-fastest-growing states—
Arizona, Georgia, and North Carolina (45 to 50 mil-
lion miles each).

Travel Costs

The top 20 states in future travel costs will also incur
78 percent of all future daily travel costs
(Table 11.31). The total future daily travel costs in
these states amount to $769.2 million. Of this, future
daily travel costs incurred in privately owned vehicles
are $731.7 million; future travel via transit incurs
$37.5 million daily. The three fastest-growing states
(California, Florida, and Texas) incur future daily travel
costs of $143 million, $107 million, and $97 million,
respectively. Their combined costs are 35 percent of
national future daily travel costs.
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Uncontrolled-Growth Scenario Controlled-Growth Scenario Difference—Savings

State
POV
Miles

Transit
Miles

Total
Travel
Miles

POV
Miles

Transit
Miles

Total
Travel
Miles

POV
Miles

Transit
Miles

Total
Travel
Miles

California 163,957 5,857 169,814 151,582 8,157 159,740 12,375 -2,300 10,075
Florida 131,868 2,636 134,504 129,593 2,900 132,492 2,276 -264 2,012
Texas 111,291 6,017 117,307 107,719 6,669 114,387 3,572 -652 2,920
Arizona 50,369 582 50,951 49,983 582 50,565 386 0 386
Georgia 48,856 1,634 50,490 46,084 2,133 48,217 2,772 -499 2,273
North Carolina 45,894 1,220 47,114 45,862 1,227 47,089 31 -6 25
Washington 39,813 1,419 41,231 38,213 1,504 39,716 1,600 -85 1,515
Tennessee 34,463 521 34,984 32,487 768 33,255 1,976 -248 1,728
Virginia 32,469 1,443 33,912 28,384 1,643 30,027 4,085 -200 3,885
Colorado 31,280 1,010 32,290 29,230 1,310 30,540 2,050 -301 1,750

Ohio 27,201 503 27,705 26,201 657 26,858 1,000 -154 847
South Carolina 27,076 131 27,207 26,236 136 26,373 840 -5 835
Michigan 25,431 585 26,016 24,402 608 25,010 1,029 -23 1,006
Maryland 25,054 648 25,702 19,545 843 20,387 5,510 -195 5,315
Indiana 25,005 222 25,227 23,909 309 24,219 1,096 -87 1,008
Illinois 22,047 880 22,927 21,527 1,028 22,555 520 -148 372
Pennsylvania 22,340 204 22,544 20,395 224 20,619 1,945 -20 1,925
Oregon 21,350 577 21,927 20,623 823 21,445 727 -246 481
Alabama 20,505 192 20,696 19,584 319 19,903 921 -128 793
Minnesota 19,510 963 20,473 18,830 1,138 19,968 680 -175 504

Wisconsin 19,439 353 19,792 18,492 293 18,785 947 60 1,007
New York 19,296 413 19,709 18,982 447 19,428 314 -34 281
Nevada 17,517 1,422 18,938 17,285 1,441 18,726 232 -19 213
Missouri 18,305 222 18,527 17,056 303 17,359 1,249 -82 1,167
Utah 16,806 1,220 18,026 17,258 1,117 18,375 -453 103 -350
New Jersey 16,405 416 16,821 14,337 445 14,782 2,068 -29 2,039
Louisiana 13,895 527 14,422 13,034 515 13,549 860 12 873
New Mexico 13,945 317 14,262 13,280 438 13,718 665 -122 543
Kentucky 12,285 263 12,549 11,787 306 12,093 498 -43 455
Oklahoma 10,734 344 11,078 10,284 401 10,684 451 -57 394

Arkansas 10,733 16 10,749 10,221 48 10,269 512 -32 480
Massachusetts 9,890 236 10,126 10,123 484 10,607 -232 -248 -480
Mississippi 9,809 54 9,863 9,709 61 9,770 100 -7 93
Hawaii 9,350 310 9,660 7,658 518 8,176 1,691 -207 1,484
Idaho 9,026 252 9,278 8,988 252 9,240 38 0 38
New Hampshire 6,443 23 6,466 4,147 17 4,164 2,296 6 2,302
Kansas 6,119 262 6,382 6,024 261 6,284 96 1 97
Iowa 5,823 134 5,957 5,823 134 5,957 0 0 0
Alaska 5,471 250 5,721 5,471 250 5,721 0 0 0
Montana 5,156 12 5,168 5,156 12 5,168 0 0 0

Maine 4,802 21 4,823 4,788 22 4,810 14 -1 13
Nebraska 4,327 342 4,669 4,317 344 4,661 10 -2 8
South Dakota 3,286 83 3,369 3,286 83 3,369 0 0 0
Delaware 3,198 25 3,223 2,921 29 2,950 277 -5 273
West Virginia 3,207 3 3,210 2,343 4 2,348 863 -1 863
Vermont 2,824 12 2,836 2,824 12 2,836 0 0 0
Wyoming 2,810 0 2,810 2,809 0 2,809 2 0 2
Rhode Island 2,693 32 2,725 2,658 47 2,705 36 -16 20
Connecticut 2,535 16 2,551 2,703 19 2,722 -168 -3 -171
North Dakota 1,618 21 1,639 1,618 21 1,639 0 0 0

Top 20 States 925,779 27,244 953,021 880,389 32,978 913,365 45,391 -5,736 39,655

United States 1,193,526 34,842 1,228,368 1,137,329 41,479 1,178,809 56,197 -6,637 49,559

Source: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Table 11.30
Additional Daily Travel Miles in Privately Owned Vehicles (POV) and Transit by State

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
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Uncontrolled-Growth Scenario Controlled-Growth Scenario Difference—Savings

State
POV
Costs

Transit
Costs

Total
Travel
Costs

POV
Costs

Transit
Costs

Total
Travel
Costs

POV
Costs

Transit
Costs

Total
Travel
Costs

California 134,973 8,327 143,301 128,644 11,683 140,327 6,329 -3,356 2,973
Florida 103,722 3,416 107,138 102,530 3,780 106,310 1,192 -364 828
Texas 88,899 8,151 97,050 87,079 9,054 96,133 1,821 -903 918
Arizona 38,595 658 39,253 38,337 658 38,995 258 0 258
Georgia 38,751 2,370 41,120 37,253 3,086 40,339 1,498 -716 781
North Carolina 35,009 1,691 36,699 35,017 1,698 36,715 -8 -7 -16
Washington 31,718 1,949 33,667 30,780 2,087 32,867 938 -138 800
Tennessee 25,303 685 25,988 24,261 1,014 25,275 1,043 -330 713
Virginia 26,908 2,107 29,015 23,992 2,403 26,395 2,916 -296 2,620
Colorado 25,135 1,413 26,548 23,859 1,833 25,691 1,277 -420 856

Ohio 20,655 663 21,318 20,088 874 20,962 567 -211 356
South Carolina 20,051 146 20,197 19,455 152 19,607 596 -6 590
Michigan 19,836 838 20,675 19,116 868 19,984 720 -29 691
Maryland 20,632 913 21,545 16,438 1,194 17,632 4,193 -281 3,912
Indiana 18,692 282 18,973 18,020 401 18,421 672 -119 553
Illinois 18,613 1,280 19,893 18,284 1,499 19,783 329 -219 110
Pennsylvania 17,264 259 17,523 15,753 295 16,048 1,511 -37 1,475
Oregon 16,206 771 16,977 15,930 1,105 17,035 275 -334 -58
Alabama 14,993 226 15,219 14,468 399 14,867 525 -174 352
Minnesota 15,698 1,384 17,081 15,477 1,642 17,119 221 -258 -37

Wisconsin 14,889 476 15,365 14,064 390 14,455 825 85 910
New York 15,127 546 15,674 14,950 590 15,540 177 -44 133
Nevada 14,679 1,943 16,621 14,580 1,966 16,546 99 -23 76
Missouri 13,631 284 13,915 12,799 412 13,211 832 -128 704
Utah 13,504 1,612 15,116 13,877 1,487 15,364 -373 125 -248
New Jersey 13,876 572 14,449 12,253 617 12,870 1,624 -44 1,579
Louisiana 10,574 688 11,262 9,879 676 10,554 695 12 707
New Mexico 10,391 434 10,825 10,127 607 10,734 264 -173 91
Kentucky 9,022 350 9,372 8,708 412 9,119 314 -62 252
Oklahoma 7,967 445 8,412 7,698 520 8,219 269 -76 193

Arkansas 7,684 18 7,702 7,413 52 7,466 271 -35 236
Massachusetts 8,098 312 8,410 8,606 688 9,294 -508 -376 -884
Mississippi 7,162 59 7,222 7,110 67 7,177 52 -8 45
Hawaii 7,360 449 7,808 6,465 749 7,214 895 -300 595
Idaho 6,841 344 7,185 6,815 344 7,159 26 0 26
New Hampshire 5,082 27 5,108 3,209 20 3,229 1,872 7 1,879
Kansas 5,003 381 5,384 4,931 379 5,310 72 1 73
Iowa 4,502 185 4,687 4,502 185 4,687 0 0 0
Alaska 4,514 364 4,878 4,514 364 4,878 0 0 0
Montana 3,641 13 3,653 3,641 13 3,653 0 0 0

Maine 3,563 24 3,587 3,556 25 3,582 6 -1 5
Nebraska 3,506 457 3,963 3,501 460 3,961 5 -3 2
South Dakota 2,426 111 2,537 2,426 111 2,537 0 0 0
Delaware 2,418 29 2,446 2,234 34 2,268 184 -5 179
West Virginia 2,314 4 2,318 1,671 4 1,675 643 -1 642
Vermont 2,061 14 2,074 2,061 14 2,074 0 0 0
Wyoming 1,997 0 1,997 1,997 0 1,997 1 0 1
Rhode Island 2,107 39 2,146 2,118 58 2,175 -11 -18 -29
Connecticut 2,050 19 2,069 2,195 23 2,218 -145 -4 -148
North Dakota 1,219 24 1,243 1,219 24 1,243 0 0 0

Top 20 States 731,653 37,529 769,180 704,781 45,725 750,505 26,873 -8,198 18,675

United States 938,861 47,746 986,608 905,281 57,256 962,537 33,581 -9,510 24,071

Source: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Table 11.31
Additional Daily Travel Costs in Privately Owned Vehicles (POV) and Transit by State

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
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Controlled Growth

Travel Distance

Under the controlled-growth scenario, daily travel
miles for the top 20 states are reduced from 953 mil-
lion to 913 million daily—a saving of 40 million miles
per day or 4.2 percent (Table 11.30). Travel miles in
privately owned vehicles are decreased from
925.8 million miles to 880.4 million miles, a saving
of 45.4 million miles daily, or 4.9 percent. Travel
miles via transit are increased from 27.2 million miles
to 33.0 million miles, an increase of 5.8 million miles
daily or 21.3 percent. Daily travel miles under con-
trolled growth are reduced by 1.5 percent in Florida
(2 million miles), 2.5 percent in Texas (3 million
miles), and by nearly 6 percent in California (10 mil-
lion miles). California as a state is able to experience
the largest amount of intercounty growth redirection.
Sixty-six percent of sprawling households are con-
trolled in this state. In Texas, only 25 percent of
sprawling households are controlled; in Florida, only
18 percent are controlled.

Travel Costs

Under controlled growth, the costs of daily travel in
the top 20 travel-demand states are reduced from
$769.2 million to $750.5 million (Table 11.31). This
is an overall saving of $18.7 million daily or 2.4 per-
cent. This saving is comprised of a $26.9 million de-
crease in privately owned vehicle daily travel costs
and an $8.2 million increase in transit daily travel
costs. The overall daily travel costs decrease achieved
by the controlled-growth scenario includes a 22 per-
cent increase in the daily travel costs of transit. Travel
costs in Florida and Texas decrease by approximately
$1 million daily; California’s daily travel costs de-
crease by $3 million daily.

EAs

Uncontrolled Growth

Travel Distance and Travel Costs

Under uncontrolled growth, the top 30 travel-demand
EAs incur a future growth of 766.4 million daily travel
miles of which POV occupants contribute 738.7 mil-
lion miles daily and transit users 27.7 million miles
daily (Table 11.32). Travel costs for the top 30 EAs
amount to $636.7 million daily of which POV occu-
pant costs are $598.4 million and transit users costs
$38.3 million (Table 11.33). The top 30 EAs, repre-
senting 17.4 percent of the EAs nationally, incur
62.4 percent of future daily travel miles and 64.5 per-
cent of future daily travel costs. The small difference
between these two percentages is that these EAs will
have a slightly larger share of future travel miles in
transit, which is the more expensive of the two modes
per travel mile.

Individual EAs’ future travel miles and costs under
uncontrolled growth do not distinguish themselves
noticeably except for the Los Angeles-Riverside-Or-
ange, CA-AZ EA, which has an increase in future
daily travel miles and costs of 1.5 times to 2.5 times
any of the next 10 highest future travel demand EAs.
Other exceptions to general trends include: (1) the
Orlando, FL, and Phoenix, AZ EAs, which have sig-
nificantly lower future transit daily travel miles and
costs than other EAs with similar levels of future travel
demand; and (2) the Las Vegas, NV-AZ-UT, and Salt
Lake City-Ogden, UT-ID EAs, which have signifi-
cantly higher future transit daily travel miles and costs
than other EAs with similar levels of future travel
demand.
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Uncontrolled-Growth Scenario Controlled-Growth Scenario Difference—Savings

EA
POV
Miles

Transit
Miles

Total
Travel
Miles

POV
Miles

Transit
Miles

Total
Travel
Miles

POV
Miles

Transit
Miles

Total
Travel
Miles

Los Angeles-River.-
Orange, CA-AZ 65,836 2,616 68,453 56,954 4,132 61,086 8,882 -1,516 7,366
Washington-Balti.,
DC-MD-VA-WV-PA 41,756 1,579 43,335 34,577 2,064 36,641 7,179 -486 6,694
San Francisco-Oak.-
San Jose, CA 39,767 1,990 41,757 36,111 2,744 38,856 3,656 -754 2,902
Dallas-Fort Worth,
TX-AR-OK 36,055 2,562 38,617 35,060 2,704 37,764 995 -141 853
Atlanta, GA-AL-NC 36,832 1,562 38,394 33,890 2,050 35,940 2,942 -488 2,454
Orlando, FL 34,086 726 34,813 34,086 726 34,813 0 0 0
Miami-Fort
Lauderdale, FL 33,098 1,293 34,391 32,154 1,368 33,522 944 -75 869
Houston-Galveston-
Brazoria, TX 31,831 1,479 33,310 30,456 1,707 32,163 1,374 -228 1,147
Phoenix-Mesa, AZ-
NM 32,406 582 32,987 32,406 582 32,987 0 0 0
Denver-Boulder-
Greeley, CO-KS-NE 29,682 1,010 30,692 27,632 1,310 28,942 2,050 -301 1,750
Seattle-Tacoma-
Bremerton, WA 29,501 1,114 30,614 28,463 1,264 29,727 1,038 -151 888
San Diego, CA 28,109 599 28,708 28,109 599 28,708 0 0 0
New York-North
NJ-Long Isl., NY-
NJ-CT-PA-MA-VT 24,379 731 25,110 23,617 757 24,375 761 -26 735
Chicago-Gary-
Kenosha, IL-IN-WI 20,565 958 21,523 19,963 1,083 21,046 601 -124 477
Minneapolis-St.
Paul, MN-WI-IA 19,157 960 20,117 18,221 1,123 19,345 936 -164 772
Tampa-St. Peters.-
Clearwater, FL 19,314 365 19,679 18,169 540 18,709 1,145 -175 970
Boston-Worcester-
Law.-Low.-Brocktn,
MA-NH-RI-VT 19,120 291 19,410 17,020 549 17,569 2,099 -258 1,841
Portland-Salem,
OR-WA 17,792 856 18,648 16,478 1,036 17,514 1,314 -180 1,134
Philadelphia-Wil.-
Atlantic City, PA-
NJ-DE-MD 18,160 238 18,398 14,460 291 14,751 3,700 -54 3,647
Sacramento-Yolo, CA 17,678 651 18,329 17,409 681 18,090 269 -30 239
Las Vegas, NV-AZ-UT 16,775 1,355 18,130 16,775 1,355 18,130 0 0 0
Nashville, TN-KY 18,002 107 18,110 16,231 337 16,569 1,771 -230 1,541
Jacksonville, FL-GA 17,886 80 17,966 16,976 129 17,106 910 -50 860
San Antonio, TX 16,624 940 17,564 16,016 1,067 17,083 608 -127 481
Indianapolis, IN-IL 15,379 180 15,559 14,697 263 14,959 683 -83 600
Salt Lake City-
Ogden, UT-ID 13,712 1,220 14,932 14,164 1,117 15,281 -453 103 -350
Raleigh-Durham-
Chapel Hill, NC 12,213 576 12,789 12,116 581 12,698 97 -6 91
Detroit-Ann Arbor-
Flint, MI 11,140 493 11,633 10,252 509 10,760 888 -16 872
Charlotte-Gastonia-
Rock Hill, NC-SC 10,995 543 11,538 10,974 544 11,518 21 -1 20
Fresno, CA 10,873 0 10,873 10,873 0 10,873 0 0 0

Top 30 EAs 738,723 27,656 766,379 694,309 33,212 727,525 44,410 -5,561 38,853
United States 1,193,526 34,842 1,228,368 1,137,329 41,479 1,178,809 56,197 -6,637 49,559

Source: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Table 11.32
Additional Daily Travel Miles in Privately Owned Vehicles (POV) and Transit by EA

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
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Uncontrolled-Growth Scenario Controlled-Growth Scenario Difference—Savings

EA
POV
Costs

Transit
Costs

Total
Travel
Costs

POV
Costs

Transit
Costs

Total
Travel
Costs

POV
Costs

Transit
Costs

Total
Travel
Costs

Los Angeles-River.-
Orange, CA-AZ 54,321 3,772 58,093 49,405 5,944 55,349 4,916 -2,171 2,744
Washington-Balti.,
DC-MD-VA-WV-PA 35,106 2,324 37,430 30,049 3,021 33,070 5,057 -697 4,359
San Francisco-Oak.-
San Jose, CA 33,776 2,921 36,697 32,205 4,063 36,268 1,571 -1,142 429
Dallas-Fort Worth,
TX-AR-OK 29,803 3,582 33,385 29,303 3,777 33,080 500 -195 305
Atlanta, GA-AL-NC 29,967 2,290 32,257 28,289 2,994 31,284 1,678 -704 974
Orlando, FL 26,552 987 27,539 26,552 987 27,539 0 0 0
Miami-Fort
Lauderdale, FL 27,113 1,696 28,809 26,448 1,792 28,239 666 -96 570
Houston-Galveston-
Brazoria, TX 25,450 1,983 27,433 24,684 2,295 26,979 766 -312 454
Phoenix-Mesa, AZ-
NM 25,721 658 26,379 25,721 658 26,379 0 0 0
Denver-Boulder-
Greeley, CO-KS-NE 24,013 1,413 25,426 22,737 1,833 24,569 1,277 -420 856
Seattle-Tacoma-
Bremerton, WA 23,975 1,553 25,528 23,511 1,778 25,289 464 -225 240
San Diego, CA 23,783 709 24,491 23,783 709 24,491 0 0 0
New York-North
NJ-Long Isl., NY-
NJ-CT-PA-MA-VT 20,322 986 21,308 19,821 1,023 20,844 501 -37 464
Chicago-Gary-
Kenosha, IL-IN-WI 17,752 1,385 19,136 17,301 1,572 18,873 451 -188 263
Minneapolis-St.
Paul, MN-WI-IA 15,410 1,379 16,789 14,986 1,625 16,611 423 -246 177
Tampa-St. Peters.-
Clearwater, FL 15,368 443 15,811 14,803 695 15,497 566 -252 314
Boston-Worcester-
Law.-Low.-Brocktn,
MA-NH-RI-VT 15,346 378 15,724 13,992 766 14,758 1,354 -388 966
Portland-Salem,
OR-WA 13,951 1,139 15,090 13,182 1,385 14,567 768 -246 522
Philadelphia-Wil.-
Atlantic City, PA-
NJ-DE-MD 14,748 300 15,048 11,853 385 12,238 2,895 -84 2,810
Sacramento-Yolo, CA 14,043 925 14,968 13,892 968 14,860 151 -43 108
Las Vegas, NV-AZ-UT 13,920 1,861 15,781 13,920 1,861 15,781 0 0 0
Nashville, TN-KY 13,119 145 13,263 12,144 455 12,599 975 -310 665
Jacksonville, FL-GA 13,334 91 13,425 12,831 147 12,978 503 -56 447
San Antonio, TX 13,005 1,260 14,265 12,699 1,431 14,130 305 -171 134
Indianapolis, IN-IL 11,543 234 11,777 11,163 348 11,512 380 -114 266
Salt Lake City-
Ogden, UT-ID 11,260 1,612 12,872 11,633 1,487 13,120 -373 125 -248
Raleigh-Durham-
Chapel Hill, NC 9,764 822 10,586 9,715 828 10,543 49 -6 42
Detroit-Ann Arbor-
Flint, MI 9,330 734 10,064 8,689 755 9,444 641 -21 619
Charlotte-Gastonia-
Rock Hill, NC-SC 8,747 756 9,503 8,736 757 9,492 11 -1 10
Fresno, CA 7,822 0 7,822 7,822 0 7,822 0 0 0

Top 30 EAs 598,364 38,338 636,699 571,869 46,339 618,205 26,495 -8,000 18,490

United States 938,861 47,746 986,608 905,281 57,256 962,537 33,581 -9,510 24,071
Source: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Table 11.33
Additional Daily Travel Costs in Privately Owned Vehicles (POV) and Transit by EA

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
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Controlled Growth

Travel Distance and Travel Costs

Under controlled growth, the top 30 travel-demand
EAs incur a future growth of 727.5 million travel
miles, of which occupants of POVs contribute
694.3 million miles and transit users 33.2 million
miles (Table 11.32). The future increase in daily travel
costs for the top 30 EAs under controlled growth is
$618 million, of which POV occupants contribute
$571.9 million and transit users $46.3 million
(Table 11.33). The difference in daily travel miles due
to the controlled-growth scenario is 38.9 million
miles; the difference in daily travel costs is $18.5 mil-
lion. Both of these aggregate savings include larger
savings in POV daily travel miles and costs being
somewhat diminished by increases in transit daily
travel miles and costs. EAs that distinguish themselves
in daily travel mile savings are the Los Angeles-Riv-
erside-Orange, CA-AZ and the Washington-Balti-
more, DC-MD-VA-WV-PA EAs, with travel distance
savings at levels twice those of the next closest EAs.
These same EAs, joined by the Philadelphia-
Wilmington-Atlantic City, PA-NJ-DE-MD EA, also
distinguish themselves in daily travel cost savings,

which are three to four times the level of savings of
the next closest EAs.

COUNTIES

Uncontrolled Growth

Travel Distance and Travel Costs

In the uncontrolled-growth scenario, the top 50 travel-
demand counties incur 390.5 million miles in future
daily travel and $340 million in future daily travel
costs (Tables 11.34 and 11.35). Both travel miles and
costs are dominated by the contributions of POV ver-
sus transit users. The top 50 of 3,100 counties incur
approximately one-third of future national daily travel
miles and costs. Actually, the share of travel costs is
two percentage points higher than travel miles due to
more growth and higher costs of transit in these coun-
ties. The top 50 future travel-demand counties con-
tain close to 60 percent of future transit daily travel
miles and costs. Individual counties that stand out are
Maricopa County, AZ, and San Diego County, CA,
which have future daily travel miles and costs of two
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Uncontrolled-Growth Scenario Controlled-Growth Scenario Difference—Savings

County
POV
Miles

Transit
Miles

Total
Travel
Miles

POV
Miles

Transit
Miles

Total
Travel
Miles

POV
Miles

Transit
Miles

Total
Travel
Miles

Maricopa, AZ 28,599 582 29,181 28,599 582 29,181 0 0 0
San Diego, CA 28,109 599 28,708 28,109 599 28,708 0 0 0
Riverside, CA 15,803 0 15,803 5,835 0 5,835 9,969 0 9,969
San Bernardino, CA 14,150 0 14,150 5,481 0 5,481 8,668 0 8,668
Clark, NV 12,001 1,355 13,356 12,001 1,355 13,356 0 0 0
Orange, CA 11,715 1,311 13,026 12,903 1,444 14,348 -1,188 -133 -1,321
Harris, TX 11,025 1,257 12,282 13,032 1,486 14,517 -2,007 -229 -2,235
Los Angeles, CA 10,708 1,216 11,924 23,677 2,688 26,365 -12,968 -1,472 -14,441
Palm Beach, FL 11,112 238 11,349 8,581 183 8,764 2,531 54 2,585
Hillsborough, FL 10,315 202 10,517 11,942 234 12,176 -1,627 -32 -1,659

Orange, FL 9,448 194 9,642 9,448 194 9,642 0 0 0
Tarrant, TX 8,533 969 9,502 8,533 969 9,502 0 0 0
Bexar, TX 8,268 940 9,208 9,390 1,067 10,457 -1,122 -128 -1,249
Pima, AZ 9,009 0 9,009 9,009 0 9,009 0 0 0
Broward, FL 7,898 892 8,789 8,321 939 9,260 -423 -48 -471
Dade, FL 7,624 164 7,788 11,393 245 11,638 -3,770 -81 -3,851
King, WA 6,593 735 7,328 7,906 881 8,787 -1,313 -146 -1,459
Contra Costa, CA 6,444 722 7,166 6,444 722 7,166 0 0 0
Fairfax, VA 6,157 679 6,836 6,157 679 6,836 0 0 0
Sacramento, CA 5,758 651 6,409 6,024 681 6,706 -267 -30 -297

Santa Clara, CA 5,627 622 6,250 8,289 917 9,206 -2,662 -294 -2,956
Pierce, WA 6,019 122 6,141 6,081 123 6,205 -62 -1 -64
Snohomish, WA 5,828 99 5,927 5,847 99 5,946 -19 0 -19
Cobb, GA 5,206 581 5,786 5,206 581 5,786 0 0 0
Collin, TX 5,208 576 5,784 5,208 576 5,784 0 0 0
Fort Bend, TX 5,503 91 5,595 5,503 91 5,595 0 0 0
Wake, NC 4,995 554 5,549 4,995 554 5,549 0 0 0
Montgomery, TX 5,519 0 5,519 4,537 0 4,537 982 0 982
Arapahoe, CO 4,872 545 5,417 4,872 545 5,417 0 0 0
Salt Lake, UT 4,841 556 5,396 5,571 640 6,211 -731 -84 -814

Fresno, CA 5,357 0 5,357 5,357 0 5,357 0 0 0
Dallas, TX 4,806 545 5,351 6,110 693 6,802 -1,304 -148 -1,452
Gwinnett, GA 4,771 530 5,302 4,771 530 5,302 0 0 0
Seminole, FL 4,724 532 5,257 4,724 532 5,257 0 0 0
Mecklenburg, NC 4,650 523 5,173 4,650 523 5,173 0 0 0
Pasco, FL 4,986 70 5,055 2,540 35 2,576 2,446 34 2,480
Solano, CA 4,526 97 4,623 1,137 24 1,161 3,389 72 3,462
Manatee, FL 4,497 83 4,580 4,013 0 4,013 483 83 566
Lee, FL 4,414 52 4,466 4,414 52 4,466 0 0 0
Ventura, CA 4,288 89 4,377 2,706 0 2,706 1,581 89 1,671

El Paso, TX 3,908 455 4,364 3,908 455 4,364 0 0 0
Placer, CA 4,264 0 4,264 4,264 0 4,264 0 0 0
El Paso, CO 4,148 78 4,226 4,158 79 4,236 -10 0 -10
Sonoma, CA 4,185 0 4,185 1,680 0 1,680 2,505 0 2,505
Kern, CA 4,145 0 4,145 2,320 0 2,320 1,825 0 1,825
Washington, OR 3,722 423 4,144 3,722 423 4,144 0 0 0
Denton, TX 3,711 420 4,130 3,711 420 4,130 0 0 0
Hidalgo, TX 4,033 90 4,123 3,897 87 3,984 136 3 139
Lexington, SC 4,042 35 4,077 4,042 35 4,077 0 0 0
Williamson, TX 3,880 40 3,919 2,309 24 2,333 1,571 16 1,587

Top 50 Counties 369,944 20,514 390,455 363,327 22,986 386,315 6,613 -2,475 4,141

United States 1,193,526 34,842 1,228,368 1,137,329 41,479 1,178,809 56,197 -6,637 49,559

Source: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Table 11.34
Additional Daily Travel Miles in Privately Owned Vehicles (POV) and Transit by County

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
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Uncontrolled-Growth Scenario Controlled-Growth Scenario Difference—Savings

County
POV
Costs

Transit
Costs

Total
Travel
Costs

POV
Costs

Transit
Costs

Total
Travel
Costs

POV
Costs

Transit
Costs

Total
Travel
Costs

Maricopa, AZ 23,053 658 23,711 23,053 658 23,711 0 0 0
San Diego, CA 23,783 709 24,491 23,783 709 24,491 0 0 0
Riverside, CA 12,022 0 12,022 4,439 0 4,439 7,584 0 7,584
San Bernardino, CA 10,879 0 10,879 4,214 0 4,214 6,665 0 6,665
Clark, NV 10,474 1,861 12,335 10,474 1,861 12,335 0 0 0
Orange, CA 11,175 1,944 13,120 12,309 2,142 14,451 -1,134 -197 -1,331
Harris, TX 9,639 1,708 11,348 11,394 2,019 13,413 -1,754 -311 -2,065
Los Angeles, CA 9,730 1,719 11,449 21,513 3,802 25,314 -11,783 -2,082 -13,865
Palm Beach, FL 9,089 269 9,358 7,019 208 7,227 2,070 61 2,132
Hillsborough, FL 8,390 232 8,622 9,714 268 9,982 -1,323 -37 -1,360

Orange, FL 7,668 222 7,890 7,668 222 7,890 0 0 0
Tarrant, TX 7,477 1,335 8,812 7,477 1,335 8,812 0 0 0
Bexar, TX 7,095 1,260 8,355 8,058 1,431 9,489 -963 -171 -1,134
Pima, AZ 6,634 0 6,634 6,634 0 6,634 0 0 0
Broward, FL 7,007 1,244 8,252 7,383 1,311 8,694 -375 -67 -442
Dade, FL 6,127 182 6,310 9,157 273 9,429 -3,030 -90 -3,120
King, WA 6,182 1,094 7,276 7,413 1,312 8,725 -1,231 -218 -1,449
Contra Costa, CA 6,048 1,061 7,109 6,048 1,061 7,109 0 0 0
Fairfax, VA 6,092 1,033 7,125 6,092 1,033 7,125 0 0 0
Sacramento, CA 5,158 925 6,083 5,397 968 6,365 -239 -43 -282

Santa Clara, CA 5,481 936 6,417 8,073 1,379 9,452 -2,592 -443 -3,035
Pierce, WA 4,788 137 4,925 4,837 139 4,976 -50 -1 -51
Snohomish, WA 4,733 115 4,848 4,749 115 4,864 -15 0 -16
Cobb, GA 4,938 868 5,806 4,938 868 5,806 0 0 0
Collin, TX 4,894 845 5,739 4,894 845 5,739 0 0 0
Fort Bend, TX 4,479 105 4,584 4,479 105 4,584 0 0 0
Wake, NC 4,509 797 5,307 4,509 797 5,307 0 0 0
Montgomery, TX 4,171 0 4,171 3,429 0 3,429 742 0 742
Arapahoe, CO 4,506 799 5,304 4,506 799 5,304 0 0 0
Salt Lake, UT 4,120 734 4,855 4,742 845 5,587 -622 -111 -733

Fresno, CA 3,921 0 3,921 3,921 0 3,921 0 0 0
Dallas, TX 4,223 746 4,969 5,368 949 6,317 -1,146 -202 -1,348
Gwinnett, GA 4,582 804 5,387 4,582 804 5,387 0 0 0
Seminole, FL 4,277 765 5,042 4,277 765 5,042 0 0 0
Mecklenburg, NC 4,135 733 4,867 4,135 733 4,867 0 0 0
Pasco, FL 3,845 77 3,922 1,959 39 1,998 1,886 38 1,924
Solano, CA 3,830 116 3,946 962 29 991 2,869 87 2,955
Manatee, FL 3,690 97 3,787 3,114 0 3,114 576 97 673
Lee, FL 3,574 60 3,634 3,574 60 3,634 0 0 0
Ventura, CA 3,770 108 3,878 2,239 0 2,239 1,532 108 1,640

El Paso, TX 3,225 575 3,800 3,225 575 3,800 0 0 0
Placer, CA 3,219 0 3,219 3,219 0 3,219 0 0 0
El Paso, CO 3,290 88 3,377 3,298 88 3,386 -8 0 -8
Sonoma, CA 3,237 0 3,237 1,299 0 1,299 1,937 0 1,937
Kern, CA 2,996 0 2,996 1,677 0 1,677 1,319 0 1,319
Washington, OR 3,239 579 3,818 3,239 579 3,818 0 0 0
Denton, TX 3,339 599 3,938 3,339 599 3,938 0 0 0
Hidalgo, TX 2,997 91 3,087 2,895 88 2,983 101 3 104
Lexington, SC 3,136 39 3,175 3,136 39 3,175 0 0 0
Williamson, TX 2,992 44 3,036 1,781 26 1,807 1,211 18 1,229

Top 50 Counties 311,858 28,313 340,173 309,634 31,878 341,509 2,227 -3,561 -1,335

United States 938,861 47,746 986,608 905,281 57,256 962,537 33,581 -9,510 24,071

Source: Woods & Poole, 1998. Center for Urban Policy Research, Rutgers University.

Table 11.35
Additional Daily Travel Costs in Privately Owned Vehicles (POV) and Transit by County

Uncontrolled- and Controlled-Growth Scenarios: 2000 to 2025
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to three times the levels of the next 10 highest travel-
demand counties.

Controlled Growth

Travel Distance and Travel Costs

In the controlled-growth scenario, the top 50 travel-
demand counties experience a 386.3 million increase
in daily travel miles and $341.5 million increase in
daily travel costs (Tables 11.34 and 11.35). This
amounts to approximately a 4.1 million daily travel
mile decrease and a $1.3 million daily travel cost in-
crease. These 50 of 3,100 counties represent 8 per-
cent of the overall national saving in daily travel miles
(49.6 million). This grouping of counties represents
an increase in overall daily travel costs even though
nationally, daily travel costs decrease by $24.1 mil-
lion. This is true because this group of 50 counties
contains numerous counties whose costs actually in-
crease since they are receiving counties under the
controlled-growth regimen (Los Angeles County, CA;
Dade County, FL; Santa Clara County, CA; Alameda
County, CA; and so on). In addition, within this group
of counties is found 37 percent of the increase in na-
tional transit daily travel miles.

Standouts at the county level in travel miles and costs
saved are Riverside County, CA, and San Bernardino
County, CA. A county significantly increasing in travel
miles and costs in the controlled-growth scenario is
Los Angeles County, CA.

CONCLUSION

In this chapter a regression-based travel model is de-
veloped to predict person-miles of travel as a func-
tion of urban form. The results of the regression model
are paired with a population allocation model to pro-
vide estimates of miles and costs of travel under two
alternative development futures. The results of this
pairing show a national decrease of 49.6 million in
daily travel miles and an associated decrease of
$24.1 million in daily travel costs. Both of these
figures include increases in the transit component
of overall travel costs under a controlled-growth
scenario.

The controlled-growth scenario decreases overall
daily travel miles by 4 percent and daily travel costs
by 2.4 percent. In the process of achieving these sav-
ings, daily travel miles emanating from POVs are
decreased by 4.7 percent and those coming from tran-
sit are increased by 19 percent.

By growing more in urban/suburban counties as op-
posed to rural/undeveloped counties and closer-in in
all counties, future transit daily travel miles are in-
creased by one-fifth. The costs of these increases,
combined with POV decreases, serve to decrease
overall daily travel costs. This occurs in a context of
2,200 of 3,100 counties in the United States not in-
volved in the intercounty population shifts that make
possible much of the difference that occurs between
the two growth alternatives.
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XII

Quality of Life
in the United States
Quality of Life for New Residents

under Sprawl and Alternative Conditions

INTRODUCTION

The purpose of this chapter is to provide estimates of
the value of changes in the quality of life experienced
by new residents of counties under two alternative
development futures for the United States. One fu-
ture is uncontrolled growth, or sprawl; the other is
controlled growth to reduce sprawl.

This chapter first describes a procedure for estimat-
ing a value for the quality of life associated with a
particular county in the United States. The data
sources and methods used to apply this procedure at
the county level are then described in detail. The chap-
ter concludes with the application of the quality-of-
life index to each county in the United States and the
estimation of differences in the value of quality of
life for new residents under the two alternative de-
velopment futures.

An earlier part of this research effort reviewed the
literature on quality of life. That review was orga-
nized to address several alleged impacts of sprawl on
variables roughly categorized as quality of life
(Burchell et al. 1998).

Alleged Negative Impacts
• Aesthetically displeasing
• Weakened sense of community

• Greater stress
• Higher energy consumption
• More air pollution
• Less historical preservation

Alleged Positive Impacts
• Low-density living
• Lower crime rates
• Better-quality schools
• Greater variety of tax rates and public services
• More local democracy

It was not the purpose of the original literature re-
view to find a single index that could be used to de-
termine whether, in the aggregate, the quality of life
in one area was greater than that in another. The list
of variables ultimately used in this analysis suggests
why such measures are rarely reported in the profes-
sional literature. Most attempts to measure local qual-
ity of life end up relying on a whole host of indicators
(air quality, student/teacher ratios, park acres per
1,000 residents, and so on), comparing performance
to either adopted standards or the performance of
other jurisdictions, ranking relative performance, and
adding performance on all variables to obtain an ag-
gregate score. In these analyses, weighting of differ-
ent variables may occur explicitly, but weighting is
often implicit, with each variable getting equal weight
(thus giving more weight to aspects of quality of life
that are measured with multiple indicators).
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This type of analysis may be useful in focusing policy
debates in individual jurisdictions, but it is less use-
ful when its only purpose is to rank these jurisdic-
tions for promotional purposes. Chapter 6 of TCRP
Report 39 included a literature synthesis based upon
the impacts shown above; a full presentation of the
literature review would have included a discussion
of the problems with quality-of-life index methods
found in the literature (Burchell et al. 1998). Quality
of life is subjective. Not only do researchers define it
differently, but people experience it differently, i.e.,
different people value locational attributes differently.
Therefore, efforts to provide a standardized measure
are of dubious reliability.

Nonetheless, the national scope of this research ef-
fort meant that the research team either had to adopt
or alter a set of standardized indicators of quality of
life or leave this analysis out of the evaluation. The
choice made by the research team was to alter a set of
standardized indicators of quality of life and use it to
evaluate two different development futures for the
United States. The key research question this analy-
sis attempts to address is:

If one had the power to move a household from the
county it was assigned to by a long-run population
forecast to a different county, would that household
experience a change in its quality of life? Specifi-
cally, if the household could be moved from a
“sprawl” (uncontrolled growth) county to a
“nonsprawl” (controlled growth) county (as defined
in other chapters of this report), would its quality of
life change, and what is the societal significance of
this change in quality of life once all households have
been moved?

QUALITY-OF-LIFE MODEL

Several studies have attempted to identify those at-
tributes of a residential location that cause people to
prefer it over alternatives and to rate places on the
basis of those attributes. Such studies face consider-
able challenges:

• It is not easy to determine which variables should
be considered in a measurement of quality of life.
For example, it is clear that income probably has
a significant impact on the quality of life of most
people. Does that mean that income should be
included as a component of a quality-of-life in-
dex? People may accept lower incomes and con-

sider themselves better off if they live in an area
with a lower cost of living and more natural and/
or cultural amenities. Moreover, the value of
those amenities will be partly—perhaps signifi-
cantly—capitalized in land values and, therefore,
in housing prices. Should higher housing prices
be considered a negative or a positive indicator
of quality of life?

• Tastes and preferences vary considerably. Some
people are comfortable in an urban setting, while
others will go to great lengths to avoid urban ar-
eas. Some people prefer warm weather all the
time; others prefer seasonal changes.

• Some attributes are valued in conjunction with
others. People may prefer to be near the seashore,
but only if the area is not too crowded and the
weather allows them to enjoy it.

• Many attributes cannot be measured in a consis-
tent, objective manner. The quality of cultural
events and performances available to residents
of a particular area, for example, is not easily
measured in an objective way. Such qualitative
attributes are difficult to incorporate into a quan-
titative study.

• Consistent, reliable, and available data on many
locational amenities are difficult to find. The
larger the area and the finer the grain of a study,
the less available are useful data. Even such a
seemingly simple indicator as the student-to-
teacher ratio is measured somewhat differently
in various states’ school districts.

• Many attributes are strongly correlated. When
combined with the lack of available data for other
attributes, this leads to seemingly inconsistent
findings. For example, people might say they
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dislike certain attributes, but those same unde-
sirable attributes prevail in the places where they
prefer to live. The reason for the apparent incon-
sistency is that the undesirable attributes are cor-
related with desirable attributes for which data
are not available, and so the undesirable attributes
pick up the effects that should be ascribed to the
omitted variables.

• Making locational comparisons requires more
than identifying and measuring the attributes that
influence people’s locational decisions. Weights
must be assigned to the various attributes; small
differences in weightings can lead to large
changes in ranking.

One of the most widely used models for estimating
the value of the quality of life associated with regional
location was developed and estimated by Stuart
Gabriel of USC, Joe Mattey of the Federal Reserve
Bank of San Francisco, and William Wascher of the
Federal Reserve Board of Governors (Gabriel et al.
1996). Gabriel et al.’s model is used to compare qual-
ity of life in one state versus another. It is an econo-
metric model whose regression coefficients and signs
predict housing expenditures and wages related to the
amenity of location. The goal of this section of the
analysis is to employ a modified Gabriel et al.’s model
in the comparison of quality of life at the county level.
The variables from Gabriel et al.’s model were re-
tained, altered, and supplemented to achieve “recog-
nizable” indicators. The procedures for determining
each of these quality-of-life measures are explained
below.

GABRIEL’S INITIAL VARIABLES

Gabriel et al.’s study measured quality of life at the
statewide level. In this study, their variables and oth-
ers are applied at the county level. Two sets of issues
arise in the development of county-level data. First,
much of their data are not available for every county.
This problem was partially circumvented by apply-
ing regional or statewide averages to counties miss-
ing particular data elements. Second, the scale of the
variable must be relatively consistent. Because states
differ in size, Gabriel et al. in most cases used vari-
ables that were relatively independent of scale, for
example, taxes per $1,000 of personal income. The
definition of “coast” was changed from “having a
coast” at the state level to “being within 100 miles of
a coast” at the county level. Ultimately, each variable

was placed on a scale of 1 to 6 and given a sign that
comported with the research team’s view of better
quality of life.

All variables, except for the population- and employ-
ment-growth scores and cost of living, which were
scored individually, were standardized so the mean
of the variable was zero and the standard deviation
was one. Values lower than (-)1.5 were made equal
to (-)1.5, and values above 1.5 were capped at 1.5. A
value of 1.5 was then added to the original score to
allow all scores to be positive and it was doubled to
arrive at a range of 0 to 6, with 6 as the best score.
The data were thus standardized to a mean of 3 and a
standard deviation of 2. Results were truncated to be
between 0 and 6. A number of the signs of Gabriel’s
original variables were reversed (as discussed below)
so 6 was always the best score. The variables for a
county were then averaged to arrive at a quality-of-
life score, with eight of the overall 24 variables
counted as one-quarter of their original value; this
will be discussed in a subsequent section.

Precipitation

Precipitation is measured as annual rainfall in inches.
The data came from the National Climatic Data Cen-
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ter, National Oceanic and Atmospheric Administra-
tion (NOAA). The data were reported for 6,712
weather stations around the country. Weather stations
were assigned to counties based on their reported lati-
tude and longitude. For counties with more than one
weather station, precipitation measures were aver-
aged. For counties with no weather stations, the state-
wide average was used.

Humidity

Humidity is measured as the average of afternoon
humidity and morning humidity. The data came from
the NOAA. These data were reported for 284 cities.
The cities were matched to their respective counties.
For counties with more than one reported city, the
humidity was averaged. For counties that did not have
a reported city, the statewide average was used.

Heating Degree Days

Heating degree days are based on temperatures un-
der 65 degrees. For each day in a year, every degree
under 65 is added. These data came from the NOAA
and were reported by weather station. Weather sta-
tions were assigned to counties based on their reported
latitude and longitude. For counties with more than
one weather station, measures were averaged. For
counties with no weather stations, the statewide av-
erage was used.

Cooling Degree Days

Cooling degree days are based on temperatures over
65 degrees. For each day in a year, every degree over
65 is added. These data came from the NOAA and
were reported by weather station. Weather stations
were assigned to counties based on their reported lati-
tude and longitude. For counties with more than one
weather station, measures were averaged. For coun-

ties with no weather stations, the statewide average
was used.

Wind Speed

Wind speed is measured in miles per hour. These data
came from the NOAA and were reported for 284 cit-
ies. For counties with more than one reported city,
wind speed measurements were averaged. For coun-
ties that did not have a reported city, the statewide
average was used.

Sunshine

Sunshine is measured as the proportion of sunny days
out of all the days in a year. These data came from
the NOAA and were reported for 284 cities. For coun-
ties with more than one reported city, proportions were
averaged. For counties that did not have a reported
city, the statewide average was used.

Coast

The coast variable is equal to 1 if most or all of the
county is within 100 miles of the coast and zero oth-
erwise. The data were developed with maps and a
ruler. Coastline on one of the Great Lakes counted as
a coast.

Inland Water

Inland water is measured by dividing water area for a
county by the sum of water area and land area for
that county. The data came from the Census Bureau
by county.

Federal Land

Federal land measures the percent of land area state-
wide that is owned by the government. The data came
from the General Services Administration and the
Census Bureau, U.S. Department of Commerce.

Visitors to National Parks

Visitors to national parks measures the number of
visitors to national parks statewide per 100 people in
the state. The data came from the Department of In-
terior, National Park Service, Public Use Statistics
Office.
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Visitors to State Parks

Visitors to state parks measures the number of visi-
tors to state parks statewide per 100 people in the state.
The data came from the National Association of State
Park Directors’ Annual Information Exchange.

Number of Hazardous Waste Sites

Number of hazardous waste sites measures the num-
ber of identified hazardous waste sites in each county.
The data came from the Environmental Protection
Agency’s Envirofacts Warehouse (http://www.epa.gov/
enviro/html/efovw.html).

Environmental Regulation Leniency

Environmental regulation leniency is measured by the
Green Policies Index, a state-by-state guide to the
nation’s environmental health from 1991–1992. Each
county was supplied with its state’s score. Note that
unlike the measures of environmental quality, this
variable turned out to have a coefficient of zero in
the quality-of-life model, implying that people value
the effectiveness rather than the stringency of envi-
ronmental regulation.

Commuting Times

Commuting times are measured as the average num-
ber of minutes taken to travel one way to work. The
data came from the Census Bureau by county.

Violent Crime Rate

Violent crime rate is measured as the number of vio-
lent crimes, as defined by the FBI, per 100,000 people
in a county. The data came from the FBI. All data
(except for that pertaining to Illinois and Kansas) are
from 1995. The data for Illinois and Kansas are from
1989; this was the latest year in which those states
reported violent crimes.

Air Quality–Ozone

Air quality–ozone is measured in parts per million and
reported as the highest average observed in a one-hour
period. The data are from the Environmental Protec-
tion Agency’s AIRSData database (http://www.epa.gov/
airsdata/) and are reported for 1,365 air-quality moni-
toring stations. The stations were matched to counties
using their reported latitude and longitude. For coun-
ties with no station, the region average, also found on
the EPA AIRSData database, was used.
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Air Quality–Carbon Monoxide

Air quality-carbon monoxide is measured in parts per
million and reported as the highest average observed
in an eight-hour period. The data are from the Envi-
ronmental Protection Agency’s AIRSData database
(http://www.epa.gov/airsdata/) and are reported for
1,365 air-quality monitoring stations. The stations
were matched to counties using their reported lati-
tude and longitude. For counties with no station, the
region average, also found on the EPA AIRSData
database, was used.

Student–Teacher Ratios

The student–teacher ratio measures the ratio of stu-
dents to teachers in public schools. All the data, ex-
cept for that pertaining to Virginia and Minnesota,
are from the U.S. Department of Education, National
Center for Education Statistics. Virginia’s data is from
the Virginia Department of Education, and
Minnesota’s data is from the Minnesota Department
of Children, Families, and Learning. These data were
reported by county.

Taxes: State and Local Income Taxes
per $1,000 of Personal Income

The annual amount of local income tax collected in
each county, as reported by the Census Bureau, was
divided by that county’s annual personal income, as

reported by the Bureau of Economic Analysis, and
the result was multiplied by 1,000. Because data on
state income tax collections by county are not uni-
formly available, the annual amount of state income
tax collected in each state was divided by the annual
personal income in each state, multiplied by 1,000,
and added to the local rate to estimate the combined
state and local rate.

Taxes: State and Local Property
Taxes per $1,000 of Personal
Income

The annual amount of local property tax collected in
each county, as reported by the Census Bureau, was
divided by that county’s annual personal income, as
reported by the Bureau of Economic Analysis, and
the result was multiplied by 1,000. Because data on
state property tax collections by county are not uni-
formly available, the annual amount of state property
tax collected in each state was divided by the annual
personal income in each state, multiplied by 1,000,
and added to the local rate to estimate the combined
state and local rate.

Taxes: State and Local Sales Taxes
per $1,000 of Personal Income

The annual amount of local sales tax collected in each
county, as reported by the Census Bureau, was di-
vided by that county’s annual personal income, as
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reported by the Bureau of Economic Analysis, and
the result was multiplied by 1,000. Because data on
state sales tax collections by county are not uniformly
available, the annual amount of state sales tax col-
lected in each state was divided by the annual per-
sonal income in each state, multiplied by 1,000, and
added to the local rate to estimate the combined state
and local rate.

Expenditures: Higher-Education
Expenditures as Percent of Total

Local government education expenditures for each
county were multiplied by the statewide ratio of higher
education expenditures by local governments to total
education expenditures by local governments and
added to (state expenditures on higher education di-
vided by the number of counties in the state). The
result was divided by the sum of total local govern-
ment expenditures in the county and (total state ex-
penditures divided by the number of counties in the
state). While imperfect, this measure seemed superior
to the alternatives possible with the data available.

Expenditures: Public-Welfare
Expenditures as Percent of Total

Local government public-welfare expenditures for
each county were added to (state expenditures on
public welfare divided by the number of counties in the
state). The result was divided by the sum of total local
government expenditures in the county and (total state
expenditures divided by the number of counties in the
state). While imperfect, this measure seemed superior
to the alternatives possible with the data available.

Expenditures: Highway
Expenditures as Percent of Total

Local government highway expenditures for each
county were added to (state expenditures on high-
ways divided by the number of counties in the state).
The result was divided by the sum of total local gov-
ernment expenditures in the county and (total state
expenditures divided by the number of counties in
the state). While imperfect, this measure seemed su-
perior to the alternatives possible with the data avail-
able.

MANIPULATIONS OF THE
GABRIEL VARIABLES

The following changes were made to Gabriel et al.’s
variables before they were used in the county qual-
ity-of-life rating. The signs of the regression coeffi-
cients for five of the 24 variables were changed. States
with (1) less sunshine, (2) higher rates of violent
crime, (3) higher state and local property taxes, (4)
more expenditures on higher education, and (5) more
expenditures on welfare were associated with higher
quality of life in Gabriel et al.’s regression equation.
The signs of these variables were reversed when used
in this analysis. Further, the influence of some vari-
ables (regardless of sign) on counties appeared to be
too strong: the presence of a coast (within 100 miles),
better air quality (particularly low levels of carbon
monoxide), a low number of hazardous waste sites,
low student-to-teacher ratios, and significant fund-
ing for higher education and highways. The effects
of these variables were reduced to one-quarter of their
original influence.

In addition, the following variables seemed to have
inconsistent effects because the data were usually not
reported at the county level: (1) the amount of fed-
eral land that existed statewide, (2) whether or not
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the state environmental protection laws were lenient,
(3) the number of visits to national parks per 100
people in the state, and (4) the number of visits to
state parks per 100 people in the state. These four
variables were eliminated from the analysis.

Other key variables were missing from Gabriel et al.’s
list of variables because they were accounted for in
the structure of the regression. The following vari-
ables needed to be added: wealth of the county; share
of the population, aged 25 and older, with a graduate
degree; a cost-of-living index for the county; future
population growth; and employment growth in the
county. These additional variables, with the deduc-
tion of the four above, expanded the original vari-
able set to 26. Population growth and employment
growth were found to exert too much influence and
were reduced to one-quarter of their original effects.
The additional variables are shown below:

Wealth

Woods and Poole Economics Wealth Index estimated
wealth to 2025. The Wealth Index is the weighted
average of county income per capita divided by U.S.
income per capita (80 percent of the index); plus the
county proportion of income from dividends/ inter-
est/rent divided by the U.S. proportion (10 percent
of the index); plus the U.S. proportion of income from
transfers divided by the county proportion (10 per-
cent of the index).

Percentage of People Aged 20 to 64

Percentage of total population in the age group 20 to
64 was derived from Woods and Poole Economics
data taken to 2025. This is an indicator of the propor-
tion of the population that contributes wealth to a ju-
risdiction, as opposed to the population that must be
provided for by the earned wealth of others.

Percentage of People 25 and
Older with a Graduate Degree

Percentage of people with a master’s or higher de-
gree was taken from the 1990 U.S. Census. Educa-
tion and personal achievement are highly correlated.
Graduate degrees are also associated with greater
wealth of a jurisdiction.

Estimated Cost-of-Living Index

This index was developed from the ratio of house-
hold income in 1990 to the median value of a single-
family unit. Counties with low ratios of income to
value were given low scores, and counties with high
ratios were given high scores on cost of living. Lower
costs of living, other things remaining equal, are usu-
ally regarded as contributing to higher qualities of life.

Population-Growth Score

This score was developed from population growth
1970 to 2025 as a percent of population 1970. Coun-
ties were given a score, with major decreasers given
the lowest value (1), followed by moderate decreasers
with the next lowest value (2). Minor decreasers were
given a 3, followed by major increasers with a 4.
Minor increasers were given a 5, and moderate in-
creasers were given the best score (6). This index
correlates locations of moderate and minor popula-
tion growth with the highest qualities of life.

Employment-Growth Score

This score was developed from employment growth
1970 to 2025 as a percent of employment 1970. Coun-
ties were given a score, with major decreasers given
the lowest value (1), followed by moderate decreasers
with the next lowest value (2). Minor decreasers were
given a 3, followed by major increasers with a 4.
Minor increasers were given a 5, and moderate in-
creasers were given the best score (6). This index
correlates location of moderate and minor employ-
ment growth with the highest qualities of life.

The 26 variables presented in Table 12.1 were scored
0 to 6 and associated with a sign and weight relating
to their quality-of-life impact in a county.

The indicators that appear here are course grain,
moment in time, and often subjective. Yet the arith-
metic (not even mathematics) of their employment
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gets very precise. It is the purpose of this exercise to
show the relative impact of different places on people
subject to controlled- versus uncontrolled-growth de-
velopment scenarios. In each scenario the quality of
life is the same; the difference is the numbers of people
who experience it. It is not meant to be an exercise in
extreme precision or classification but rather a com-
parison of impacts under different growth scenarios.

RESULTS OF THE ASSESSMENT

Experiencing Quality of Life

What is the quality of life for new residents of a na-
tion, state, or EA? Is it what a group of states, EAs,
or counties equally weighted average to, or is it a sum-
mation of these component parts weighted by who
experiences one versus another quality of life? The
research team believes it to be the latter. The quality
of life for the increment of new residents of a county

Variable

Developed (D) or
Undeveloped (U)

Areas

Correlation
between Variable

and Quality of Life Weighting

1.
2.
3.
4.
5.

Average annual rainfall
Morning and evening humidity
Heating degree days
Cooling degree days
Wind speed

U
U
U
U
U

-
-
-
-
-

1
1
1
1
1

6.
7.
8.
9.

10.

Sunshine days
Coast location
Inland water bodies
Hazardous waste sites
Commuting time

U
U
U
D
D

+
+
+
-
-

1
¼
1
¼
1

11.
12.
13.
14.
15.

Violent crime rate
Air content—ozone
Air content—carbon monoxide
Student–teacher ratio
State and local income taxes

D
D
D
U
D

-
-
-
-
-

1
1
¼
¼
1

16.
17.
18.
19.
20.

State and local property taxes
State and local sales taxes
Expenditures on higher education
Expenditures on public welfare
Expenditures on highways

U
D
D
D
D

-
-
+
-
+

1
1
¼
1
¼

21.
22.
23.
24.
25.

Wealth index
Working age population
Population with a graduate degree
Cost-of-living index
Population growth

U
D
D
U
U

+
+
+
-

≈+

1
1
1
1
¼

26. Employment growth D ≈+ ¼

Source: Center for Urban Policy Research, Rutgers University.

Notes: a (+) sign indicates a positive correlation between the variable and quality of life; a (-) sign indicates a negative correlation
between the variable and quality of life; a (≈+) sign indicates that for population growth and employment growth there is a positive
correlation between the variable and quality of life except for extreme high growth, which is given a middle rating.
In counties that are typified by either all undeveloped areas (2,450 counties) or all developed areas (160 counties), all 26 variables
are used for quality of life. In counties that contain both developed and undeveloped areas (490 counties), 13 variables are used for
their developed areas and 13 variables are used for their undeveloped areas. Again, all 26 variables are used to define quality of life
in a county.

Table 12.1
Variables Used in the Quality-of-Life Ranking of Counties
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is determined by who will live in its component de-
veloped or undeveloped areas, weighted appropri-
ately; the quality of life of an EA is who will live in
its component counties, weighted appropriately; the
quality of life of a nation is who will live in its states,

weighted appropriately. Thus, quality of life for new
residents in any area under scrutiny is determined by
who will live in the various component parts times
the individual measures of quality of life found there.
For example, if the United States were a two-state

Top 50 Counties
Quality-of-Life Score

(Uncontrolled Growth) Bottom 50 Counties
Quality-of-Life Score

(Uncontrolled Growth)

Lincoln, SD 4.29 Beauregard, LA 2.33
San Mateo, CA 4.17 Gallia, OH 2.33
Douglas, CO 4.13 Clay, WV 2.33
Pitkin, CO 4.09 Monroe, WV 2.33
Santa Barbara, CA 4.02 Polk, MN 2.33
Marin, CA 3.92 Mille Lacs, MN 2.33
Coconino, AZ 3.87 Harrison, IA 2.33
Somerset, NJ 3.84 Tyler, WV 2.32
Kiowa, CO 3.84 Muskogee, OK 2.32
Routt, CO 3.82 Pushmataha, OK 2.32

Santa Cruz, CA 3.81 Monroe, AL 2.32
Anchorage Borough, AK 3.79 St. Francis, AR 2.32
Douglas, NV 3.79 Wayne, WV 2.31
Grand, CO 3.76 Lawrence, MS 2.31
Fairbanks North Star, AK 3.75 Newton, AR 2.31
Albemarle + Charlottesville, VA 3.74 Madison, IN 2.31
White Pine, NV 3.74 Madison, LA 2.31
Teton, WY 3.73 Crisp, GA 2.30
Monterey, CA 3.73 Person, NC 2.30
Centre, PA 3.72 Orange, NY 2.29

Eagle, CO 3.72 Chester, SC 2.29
Kit Carson, CO 3.72 Rapides, LA 2.28
Larimer, CO 3.71 Marshall, WV 2.28
Arapahoe, CO 3.70 Tangipahoa, LA 2.26
Summit, CO 3.69 Lake, MI 2.26
Tompkins, NY 3.68 Jackson, OK 2.26
Los Alamos, NM 3.68 Hawaii, HI 2.25
Gunnison, CO 3.68 Jackson, MO 2.25
Fairfax, VA 3.67 Mahoning, OH 2.25
Albany, WY 3.67 Richland, WI 2.24

Jefferson, CO 3.66 Pointe Coupee, LA 2.24
San Luis Obispo, CA 3.66 Merced, CA 2.22
Washington, CO 3.66 Jasper, SC 2.22
Ventura, CA 3.65 Iberville, LA 2.22
Washoe, NV 3.64 St. Louis, MN 2.21
Lincoln, CO 3.64 Doddridge, WV 2.21
Crowley, CO 3.64 Edgecombe, NC 2.20
Okaloosa, FL 3.63 Chisago, MN 2.20
Merrimack, NH 3.63 Crittenden, AR 2.18
Cache, UT 3.63 Adams, OH 2.18

Ouray, CO 3.62 Lake, IN 2.16
Baca, CO 3.62 Douglas, WI 2.14
Ulster, NY 3.61 St. James, LA 2.14
Phillips, CO 3.61 Burke, GA 2.13
Cochise, AZ 3.61 Hancock, GA 2.09
Apache, AZ 3.61 Macon, IL 2.08
Cheyenne, CO 3.61 Peoria, IL 1.94
Champaign, IL 3.60 Rock Island, IL 1.91
York + Poquoson, VA 3.54 Buchanan, MO 1.84
Greene, OH 3.51 Black Hawk, IA 1.82

Top 50 Counties 3.74 Bottom 50 Counties 2.23

United States 3.00

Source: Center for Urban Policy Research, Rutgers University.

Table 12.2
Quality-of-Life Scores for New Residents: Uncontrolled-Growth Scenario

(The Top 50 Counties and Bottom 50 Counties)



363

nation made up of California and New York, and the
quality of life currently averaged 5.0 in California
and 2.5 in New York, and 200 people were moving to
California and 100 people were moving to New York,
the quality of life for new residents of the United States
would be determined as the sum of the quality of life
of its component parts, calculated as follows:

U.S. QoL (new residents) = (QoL in California * Cali-
fornia-Bound Population) + QoL in New York * New
York-Bound Population)

QoL of the U.S. = [5.0(200) + 2.5(100)]/300
= 1250/300
= 4.167

A jurisdiction’s quality of life is the summation of the
quality of life experienced by new residents to the
various components of that jurisdiction. More people
moving to the more central or urban areas of a juris-
diction under one or the other development alterna-
tive contribute to a different overall quality of life in
that jurisdiction as a result of more urban residence
there. These differences in quality of life are then in-
dicative of the overall change in a jurisdiction due to
the effects of residence patterns there.

The smallest jurisdictions for which quality of life is
calculated are the developed and undeveloped areas
of counties. Most counties (2,450) contain only un-
developed areas, 160 counties contain only developed
areas, and the remaining 490 counties contain a com-
bination of developed and undeveloped areas. For
those counties that contain only undeveloped or de-
veloped areas, all 26 variables are used to determine
the quality of life in that jurisdiction. Due to the ab-
sence of below-county-level data for the developed
and undeveloped areas of counties, for those coun-
ties that contain both developed and undeveloped
areas, 13 variables are used to describe the quality of
life in developed areas and 13 variables are used to
describe the quality of life in undeveloped areas.
These average scores are weighted by existing rela-
tive populations to derive a new combined score for
the county. The new combined score is divided into
the aggregate original score for the county and the
resulting ratio is used to multiply the developed and
undeveloped area scores so they sum to the original
combined score as weighted individual scores. The
13 variables that apply to either developed areas or
undeveloped areas in the 490 counties containing a
combination of areas are shown in Table 12.1. All of
the variables shown in this table are used to calculate
the quality of life in counties that are either wholly

undeveloped or developed counties. These produce
ratings of counties like those shown in Table 12.2 for
the highest- and lowest-rated counties in the United
States. Information on quality of life at the county
level will be discussed in a later section. The analysis
begins with the quality of life in the United States
and its regions.

THE UNITED STATES AND ITS
REGIONS

Uncontrolled Growth

Quality of life for new residents in the United States
averages 3.00 on a scale of 0 to 6, right at the middle
of the scale. For developed areas, quality of life aver-
ages 8 percent higher (3.11) than for undeveloped
areas (2.85) (see Table 12.3). As indicated above,
ratings for counties are derived from 26 variables to
develop an overall quality-of-life rating for the county
and from subsets of these variables to determine qual-
ity of life for developed and undeveloped areas within
a county. These quality-of-life scores multiplied by
the number of people moving to a jurisdiction repre-
sent the quality of life of that jurisdiction. Subcounty
areas sum to counties, counties sum to EAs, EAs sum
to states, states sum to regions, and regions sum to
the United States. The average quality-of-life figure
for the United States is composed of lower values for
all census regions except for the West region of the
United States (Table 12.3). The lowest overall value
of quality of life is found for the Midwest (2.87), fol-
lowed by the South (2.92) and Northeast (2.95). The
quality-of-life rating for the West is 3.20; this is 9 per-
cent higher than the rating for the Northeast and South
and 11 percent higher than that in the Midwest. West-
ern locations typically get high marks for quality of
life due to the wealth of their areas, education of their
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population, nonextreme weather conditions, lower
crime rates, lower taxes, and manageable levels of
population and job growth. Midwestern locations get
lower marks due to more extreme weather conditions,
higher taxes and crime rates, and very slow growth
or decline. Northeastern locations get lower marks
than the West for similar reasons as the Midwest but
do slightly better in both the growth and weather cat-
egories. The South gets lower marks than the West
primarily due to lower wealth and education levels;
hot, arid weather; and, in some cases, extreme levels
of population and employment growth.

Controlled Growth

Under the controlled-growth scenario, the quality-of-
life score for the nation as a whole is also approxi-
mately 3.0 (Table 12.3). The obvious conclusion is
that there is virtually no change in overall quality of
life for new residents at the national level resulting
from the pursuit of a more centrally oriented devel-
opment pattern in metropolitan areas to channel
growth. However, there are changes at the regional
level. This is particularly true of developed areas in
the four U.S. regions (Table 12.3). Those who will

live in the developed areas of the Northeast, Mid-
west, and South under the controlled-growth regimen
will experience a slight decrease in their quality of
life; those who will live in the developed areas of the
West will experience a slight increase in their quality
of life. For undeveloped areas, there will be a slight
increase in quality of life for those who move to these
locations in the Northeast, Midwest, and South. There
will be a very slight decrease in quality of life in un-
developed areas for those who move to these areas in
the West.

Again, the developed areas to be occupied in the
Northeast, Midwest, and South regions under the con-
trolled-growth scenario have a lower quality of life
for new residents than developed areas that would be
occupied under the uncontrolled-growth scenario.
Those going to developed areas would be fewer in
number and headed to the better areas under uncon-
trolled growth. In the West, going to more intensely
developed areas increases quality of life because de-
veloped areas in this region are strong economically
and otherwise. The primary and secondary cities of
the Western and Mountain divisions are much
healthier than their southern, midwestern, and north-
eastern counterparts.

Quality of life in undeveloped areas actually increases
in the Northeast, Midwest, and South under the con-
trolled-growth scenario because those going to these
locations are fewer and are locating in the more de-
sirable undeveloped areas. The most extreme areas,
with lowest populations and less-sophisticated ser-
vices and infrastructure, are being avoided under the
controlled-growth scenario. These are the areas where
follow-up land preservation may be possible. The
quality of life in undeveloped areas of the West actu-
ally decreases slightly, because some of the undevel-

Uncontrolled Growth Controlled Growth
Difference between Controlled and

Uncontrolled Growth

Region Developed
Un-

developed All Developed
Un-

developed All Developed
Un-

developed All

Northeast 3.15 2.75 2.95 3.11 2.79 2.94 -0.04 0.03 -0.01
Midwest 3.12 2.65 2.87 3.09 2.67 2.86 -0.03 0.02 0.00

South 3.02 2.78 2.92 3.00 2.79 2.91 -0.02 0.01 0.00
West 3.19 3.15 3.20 3.21 3.14 3.21 0.02 -0.01 0.01

United States 3.11 2.85 3.00 3.10 2.85 3.01 -0.01 0.00 0.00

Source: Center for Urban Policy Research, Rutgers University.

Table 12.3
Quality-of-Life Index for New Residents:

Uncontrolled- and Controlled-Growth Scenarios, by Region
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oped areas of the West are closer in and less desir-
able than the extreme and more pristine outer areas
no longer targeted under alternative development.

The basic message is that, in the aggregate, overall
quality of life experienced by new residents in the
United States is unaltered as a result of the applied
controlled-growth regimen. The very small changes
that do occur represent a small decrease in quality of
life in regions other than the West and a small in-
crease in quality of life in the West. These slight
changes are due to the relative health of central
cities in these regions.

STATES

Uncontrolled Growth

Quality of life for new residents in the United States
varies at the state level from a high of 3.56 in Colo-
rado to a low of 2.63 in Louisiana (Table 12.4). Un-
der the controlled-growth scenario, the top 20 states
in the United States exhibit a quality of life that aver-
ages 10 percent higher than the average quality of life
for the nation as a whole. The state with the highest
quality-of-life rating for new residents is Colorado,
followed by Alaska, Montana, Virginia, Nevada, Wyo-
ming, Utah, Idaho, California, and New Mexico
(Table 12.4). These states range from 3.56 (Colorado)
to 3.20 (New Mexico) in their overall quality-of-life
rating. New Jersey is the 14th state in quality of life,
Florida is the 22nd state, and Georgia the 32nd. The
fast-growing, suburbanizing states (Arizona, Nevada,
and California) appear to have a higher quality of life
in their less-developed versus more-developed areas
of counties. Other states have a quality of life almost
equal in developed and undeveloped areas. Examples
of these are Tennessee, Utah, Florida, Connecticut,
and Rhode Island. All the remaining states have a
higher quality of life in their more-developed versus
less-developed areas of counties (Table 12.4). Of the
top 10 states in quality of life, nine are in the West
and one is in the South (Virginia). Of the top 20 states,
11 are in the West, five are in the Midwest, three are
in the Northeast, and two are in the South.

Controlled Growth

For the top 20 states in terms of quality of life, as was
the case with the regional finding, on average there is
no overall change in quality of life for new residents

due to the implementation of a controlled-growth regi-
men. On the other hand, there are some changes in
four out of the top 30 states and five out of the re-
maining 20 states. Of the top 20 states, two increase
somewhat in their quality of life—California and New
Mexico; two states decrease somewhat—Colorado
and Maryland (Table 12.4). In California and New
Mexico, the increase is due to increases in quality of
life in developed areas—more people going to higher-
quality, existing developed areas under alternative
development. In Colorado, the decrease is due to a
lower quality of life being experienced in both unde-
veloped and developed areas. Under the controlled-
growth scenario, people in Colorado are moving to
developed and undeveloped areas with a slightly
lower quality of life. In Maryland, the decrease is due
to the quality-of-life decreases being experienced in
its developed areas (more people are experiencing a
lower quality of life in the central areas). In the re-
maining 30 states, there are also relatively few
changes in quality of life. Quality of life for new resi-
dents under controlled growth is likely to decrease
somewhat in Alabama and Rhode Island—the former
due to decreases in quality of life in developed areas,
the latter due to decreases in quality of life in unde-
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veloped areas (Table 12.4). Quality of life is likely to
increase noticeably in Massachusetts and Missouri
and, most of all, Hawaii. In the former cases, this is

due to increases in quality of life in developed areas
(movement to better developed areas); in the latter
case, it is due to increases in quality of life in unde-

Uncontrolled Growth Controlled Growth
Difference between Controlled and

Uncontrolled Growth

State Developed
Un-

developed All Developed
Un-

developed All Developed
Un-

developed All

Colorado 3.60 3.53 3.56 3.54 3.50 3.51 -0.06 -0.03 -0.05
Alaska 3.80 3.11 3.50 3.80 3.11 3.50 0.00 0.00 0.00
Montana 3.61 3.22 3.37 3.61 3.23 3.37 0.00 0.01 0.00
Virginia 3.47 3.08 3.34 3.45 3.11 3.35 -0.02 0.03 0.01
Nevada 3.29 3.45 3.32 3.30 3.47 3.33 0.01 0.02 0.01
Wyoming 3.44 3.28 3.31 3.45 3.28 3.31 0.01 0.00 0.00
Utah 3.24 3.23 3.24 3.22 3.21 3.23 -0.02 -0.02 -0.01
Idaho 3.44 3.03 3.21 3.43 3.03 3.21 -0.01 0.00 0.00
California 3.15 3.30 3.21 3.21 3.23 3.24 0.06 -0.07 0.03
New Mexico 3.28 3.10 3.20 3.34 3.09 3.24 0.06 -0.01 0.04

Arizona 3.05 3.52 3.17 3.05 3.48 3.18 0.00 -0.04 0.01
North Dakota 3.44 3.02 3.16 3.44 3.03 3.16 0.00 0.01 0.00
Kansas 3.29 2.86 3.12 3.29 2.89 3.12 0.00 0.03 0.00
New Jersey 3.19 2.97 3.11 3.17 3.03 3.11 -0.02 0.06 0.00
New Hampshire 3.93 2.70 3.09 3.88 2.74 3.09 -0.05 0.04 0.00
Vermont 3.90 2.83 3.09 3.90 2.85 3.09 0.00 0.02 0.00
Illinois 3.23 2.68 3.05 3.19 2.73 3.04 -0.04 0.05 -0.01
South Dakota 3.32 2.95 3.05 3.33 3.00 3.05 0.01 0.05 0.00
Nebraska 3.16 2.70 3.03 3.16 2.80 3.04 0.00 0.10 0.01
Maryland 3.09 2.88 3.03 3.01 2.90 3.00 -0.08 0.02 -0.03

Pennsylvania 3.30 2.72 2.99 3.24 2.78 3.00 -0.06 0.06 0.01
Florida 2.99 2.93 2.97 2.99 2.95 2.96 0.00 0.02 -0.01
Oregon 3.20 2.72 2.96 3.11 2.71 2.94 -0.09 -0.01 -0.02
Washington 3.09 2.74 2.94 3.08 2.79 2.94 -0.01 0.05 0.00
South Carolina 3.04 2.87 2.94 3.03 2.87 2.94 -0.01 0.00 0.00
Massachusetts 3.00 2.78 2.94 3.03 2.76 2.97 0.03 -0.02 0.03
North Carolina 3.09 2.77 2.92 3.09 2.77 2.92 0.00 0.00 0.00
Connecticut 2.97 2.90 2.90 2.95 2.92 2.88 -0.02 0.02 -0.02
Maine 3.25 2.74 2.89 3.23 2.74 2.89 -0.02 0.00 0.00
Indiana 3.23 2.72 2.89 3.16 2.70 2.87 -0.07 -0.02 -0.02

Delaware 3.02 2.65 2.88 3.03 2.66 2.88 0.01 0.01 0.00
Georgia 3.01 2.75 2.87 2.97 2.76 2.88 -0.04 0.01 0.01
Michigan 3.09 2.70 2.87 3.07 2.71 2.86 -0.02 0.01 -0.01
Iowa 3.16 2.50 2.87 3.16 2.56 2.87 0.00 0.06 0.00
Texas 2.98 2.68 2.86 2.96 2.71 2.87 -0.02 0.03 0.01
Tennessee 2.86 2.86 2.85 2.84 2.89 2.85 -0.02 0.03 0.00
Kentucky 2.95 2.80 2.84 2.93 2.81 2.84 -0.02 0.01 0.00
Wisconsin 3.14 2.60 2.83 3.14 2.61 2.82 0.00 0.01 -0.01
Alabama 3.07 2.67 2.82 2.93 2.68 2.77 -0.14 0.01 -0.05
Arkansas 2.94 2.79 2.82 2.96 2.78 2.83 0.02 -0.01 0.01

Minnesota 3.12 2.40 2.77 3.05 2.43 2.78 -0.07 0.03 0.01
Ohio 2.97 2.68 2.76 2.92 2.69 2.75 -0.05 0.01 -0.01
Mississippi 2.91 2.69 2.76 2.85 2.69 2.74 -0.06 0.00 -0.02
West Virginia 3.11 2.72 2.74 3.03 2.70 2.73 -0.08 -0.02 -0.01
New York 2.96 2.73 2.74 2.92 2.76 2.74 -0.04 0.03 0.00
Rhode Island 2.63 2.64 2.69 2.64 2.55 2.62 0.01 -0.09 -0.07
Oklahoma 2.80 2.61 2.68 2.75 2.61 2.66 -0.05 0.00 -0.02
Hawaii 2.89 2.54 2.68 2.89 2.55 2.80 0.00 0.01 0.12
Missouri 2.82 2.62 2.66 2.87 2.65 2.70 0.05 0.03 0.04
Louisiana 2.72 2.48 2.63 2.70 2.49 2.61 -0.02 0.01 -0.02

Top 20 States 3.40 3.07 3.21 3.39 3.09 3.21 -0.01 0.01 0.00

United States 3.11 2.85 3.00 3.10 2.85 3.01 -0.01 0.00 0.00

Source: Center for Urban Policy Research, Rutgers University.

Table 12.4
Quality-of-Life Index for New Residents:

Uncontrolled- and Controlled-Growth Scenario, by State
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veloped areas (less movement to the least-desirable
undeveloped areas). Overall, less than 20 percent of
the states (nine states) experience an observable
change in their quality of life due to the controlled-
growth regimen. Of those states that do experience a
change, more go up (five), than go down (four). Most
of those that increase in quality of life are home to
strong and interesting cities; most of those states that
decrease are diminished by having cities that are less
desirable as residences.

EAs

Uncontrolled Growth

The top 30 EAs nationwide have an average quality
of life for new residents of 3.29, approximately 10 per-
cent above the national average of 3.00 (Table 12.5).
Developed areas are 0.32, or 10 percent, better than
the national average; undeveloped areas are 0.33, or
11 percent, better than the national average.1  Of these
top 30 EAs, nine of the first 10 are in the West region
of the United States (Table 12.5). Of the top 30 EAs,
19 are in the West, seven are in the South, three in the
Midwest, and one is in the Northeast. The Denver-
Boulder-Greeley, CO-KS-NE EA is the top EA in the
country, followed by the (2) Anchorage, AK EA;
(3) Reno, NV-CA EA; (4) Flagstaff, AZ-UT EA;
(5) Boise City, ID-OR EA; (6) Missoula, MT EA;
(7) San Francisco-Oakland-San Jose, CA EA;
(8) Billings, MT-WY EA; (9) Farmington, NM-CO
EA; and (10) Staunton, VA-WV EA (Table 12.5). In
the top 30 EAs, the quality of life in developed areas
exceeds the quality of life in undeveloped areas, ex-

cept for the Tucson, AZ and Pueblo, CO-NM EAs,
where the reverse is true. In the San Francisco-Oak-
land-San Jose, CA EA; the Salt Lake City-Ogden, UT-
ID EA; and the Las Vegas, NV-AZ-UT EA, the qual-
ity of life in developed areas is approximately the
same as the quality of life in undeveloped areas.

Controlled Growth

Under the controlled-growth scenario, the 30 top EAs
nationwide show virtually no change in quality of life
for new residents. A very slight decrease in quality of
life in developed areas (-0.01) is made up by the very
slight increase in quality of life in undeveloped areas
(+0.01) (Table 12.5). EAs that decrease somewhat in
quality of life are the Roanoke, VA-NC-WV EA and
the Denver-Boulder-Greeley, CO-KS-NE EA. EAs
wherein quality of life increases are the San Fran-
cisco-Oakland-San Jose, CA EA; Albuquerque, NM-
AZ EA; Flagstaff, AZ-UT EA; and Reno, NV-CA EA.
In the first case of decreasing quality of life in EAs
(i.e., Roanoke, VA-NC-WV EA and Denver-Boulder-
Greeley, CO-KS-NE EA) it is due to decreases tak-
ing place in developed areas. More people move to
urban locations where the quality of life is lower. In
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the second case of increasing quality of life in EAs
(i.e., San Francisco-Oakland-San Jose, CA EA; Al-
buquerque, NM-AZ EA; Flagstaff, AZ-UT EA; and

Reno, NV-CA EA), in the first two instances it is due
to movement closer to strong developed areas; in the
second two, it is due to movement away from weak

Table 12.5
Quality-of-Life Index for New Residents:

Uncontrolled- and Controlled-Growth Scenario, by EA

Uncontrolled Growth Controlled Growth
Difference between Controlled and

Uncontrolled Growth

EA Developed
Un-

developed All Developed
Un-

developed All Developed
Un-

developed All

Denver-Boulder-
Gree., CO-KS-NE 3.60 3.54 3.57 3.55 3.50 3.51 -0.05 -0.04 -0.06

Anchorage, AK 3.80 3.11 3.50 3.80 3.11 3.50 - - -

Reno, NV-CA 3.60 3.45 3.49 3.60 3.47 3.54 - 0.02 0.05

Flagstaff, AZ-UT - 3.45 3.45 - 3.49 3.49 - 0.04 0.04

Boise City, ID-OR 3.58 3.03 3.43 3.58 3.03 3.43 - - -

Missoula, MT 3.93 3.16 3.39 3.93 3.17 3.39 - 0.01 -

San Francisco-
Oakland-San
Jose, CA 3.31 3.34 3.38 3.44 3.25 3.47 0.13 -0.09 0.09

Billings, MT-WY 3.45 3.33 3.36 3.45 3.35 3.36 - 0.02 -

Farmington, NM-
CO - 3.32 3.32 - 3.32 3.32 - - -

Staunton, VA-WV - 3.30 3.30 - 3.29 3.29 - -0.01 -0.01

Tallahassee, FL-
GA 3.49 2.98 3.30 3.49 2.99 3.30 - 0.01 -

Albuquerque,
NM-AZ 3.34 3.19 3.28 3.42 3.18 3.34 0.08 -0.01 0.06

Roanoke, VA-
NC-WV 3.48 3.15 3.28 3.29 3.16 3.21 -0.19 0.01 -0.07

Casper, WY-ID-
UT 3.44 3.20 3.26 3.45 3.20 3.26 0.01 - -

Santa Fe, NM 3.34 3.21 3.26 3.34 3.22 3.27 - 0.01 0.01

San Diego, CA 3.25 - 3.26 3.25 - 3.26 - - -

Las Vegas, NV-
AZ-UT 3.26 3.24 3.26 3.26 3.22 3.26 - -0.02 -

Norfolk-Virginia
Beach-Newport
News, VA-NC 3.30 2.93 3.25 3.29 2.95 3.24 -0.01 0.02 -0.01

Salt Lake City-
Ogden, UT-ID 3.24 3.25 3.24 3.22 3.20 3.23 -0.02 -0.05 -0.01

Richmond-
Petersburg, VA 3.38 3.01 3.22 3.38 3.04 3.24 - 0.03 0.02

State College, PA 3.89 2.86 3.21 3.89 2.88 3.21 - 0.02 -

Twin Falls, ID - 3.21 3.21 - 3.21 3.21 - - -

Pensacola, FL 3.35 3.01 3.21 3.35 3.02 3.21 - 0.01 -

Rapid City, SD-
MT-NE-ND 3.48 3.03 3.19 3.48 3.09 3.19 - 0.06 -

Washington-
Baltimore, DC-
MD-VA-WV-PA 3.32 2.92 3.19 3.22 2.96 3.17 -0.10 0.04 -0.02

Pueblo, CO-NM 3.04 3.52 3.17 3.04 3.50 3.17 - -0.02 -

Great Falls, MT - 2.92 3.16 - 2.92 3.16 - - -

Minot, ND - 3.15 3.15 - 3.15 3.15 - - -

Bismarck, ND-
MT-SD 3.39 2.97 3.15 3.39 2.97 3.15 - - -

Tucson, AZ 3.03 3.55 3.14 3.03 3.54 3.14 - -0.01 -

Top 30 EAs 3.43 3.18 3.29 3.42 3.19 3.29 -0.01 - -

United States 3.11 2.85 3.00 3.10 2.85 3.01 -0.01 - -

Source: Center for Urban Policy Research, Rutgers University.
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undeveloped areas. Overall, the magnitude of change
in decreasing locations is approximately equal to the
changes in the increasing locations (Table 12.5). The
end result for the top 30 EAs is no change in overall
quality of life due to the adoption of a controlled-
growth regimen.

COUNTIES

Uncontrolled Growth

The quality-of-life rating for counties does not vary
for developed and undeveloped areas under the two
future development alternatives. These are the same
averaged values from the 13 variables that apply to
undeveloped areas and the 13 variables that apply to
developed areas. The difference between the uncon-
trolled- and controlled-growth scenarios in the qual-
ity-of-life rating at the county level is the number of
people who will be subjected to a different quality of
life in developed and undeveloped areas under the
two growth scenarios.

The top 50 counties in the United States have a high
quality of life for new residents under uncontrolled
growth that averages 3.74 and varies from a high of

4.17 (San Mateo, CA)2  to a low of slightly more than
3.60 (Cheyenne County, CO) (Table 12.6). The qual-
ity of life in these counties is nearly 25 percent higher
than the average quality of life in the United States as
a whole. Of the top 50 counties, 38 are in the West
region, five are in the Northeast, four are in the South,
and three are in the Midwest. Three-quarters of the
top 50 counties in quality of life are found in the West
region of the United States (Table 12.6). On average,
the quality of life of the developed areas of the top
50 counties (3.91) is 12 percent higher than the quality
of life in undeveloped areas of those counties (3.50).

Controlled Growth

Under controlled growth in the top 50 counties, there
is virtually no change in aggregate quality of life for
new residents due to the adopted regimen. Quality of
life in the top 50 counties (average 3.74) for the con-
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2 The first county on the list (Lincoln, SD) is a very small
county that is being influenced in its urban portion by
spillover from the city of Sioux Falls in a neighboring
county. This influence may be having greater statistical than
actual effect.
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trolled-growth scenario remains approximately
25 percent higher than the quality of life in the nation
as a whole (3.01) (Table 12.6). There are several coun-
ties that do increase in quality of life under a con-
trolled-growth future. These are Lincoln County, SD

Table 12.6
Quality-of-Life Index (for New Residents)

Uncontrolled- and Controlled-Growth Scenario, by County

(+0.15); Greene County, OH (+0.13); Centre County,
PA (+0.11); Ulster County, NY (+0.10); Champaign
County, IL (+0.10); Albermarle and Charlottesville
County, VA (+0.07); York and Poquoson County, VA
(+0.07); Larimer County, CO (+0.04); and Okaloosa

Uncontrolled Growth Controlled Growth

County Developed
Un-

developed All Developed
Un-

developed All

Difference between Controlled and
Uncontrolled Growth

All

Lincoln, SD 4.58 2.63 4.29 4.58 2.63 4.44 0.15
San Mateo, CA 4.17 4.70 4.17 4.17 4.70 4.17 -
Douglas, CO 4.40 3.89 4.13 4.40 3.89 4.15 0.02
Pitkin, CO  - 4.09 4.09 - 4.09 4.09 -
Santa Barbara, CA 4.02 4.07 4.02 4.02 4.07 4.02 -
Marin, CA 3.91 4.07 3.92 3.91 4.07 3.91 -0.01
Coconino, AZ  - 3.87 3.87 - 3.87 3.87 -
Somerset, NJ 3.86 2.82 3.84 3.86 2.82 3.85 0.01
Kiowa, CO  - 3.84 3.84 - 3.84 3.84 -
Routt, CO  - 3.82 3.82 - 3.82 3.82 -

Santa Cruz, CA 3.81 4.01 3.81 3.81 4.01 3.81 -
Anchorage Boro., AK 3.80 2.89 3.79 3.80 2.89 3.79 -
Douglas, NV - 3.79 3.79 - 3.79 3.79 -
Grand, CO - 3.76 3.76 - 3.76 3.76 -
Fairbanks N. Star, AK - 3.75 3.75 - 3.75 3.75 -
Albemarle + Charlo., VA 4.07 3.07 3.74 4.07 3.07 3.81 0.07
White Pine, NV - 3.74 3.74 - 3.74 3.74 -
Teton, WY - 3.73 3.73 - 3.73 3.73 -
Monterey, CA 3.73 3.98 3.73 3.73 3.98 3.73 -
Centre, PA 4.07 2.71 3.72 4.07 2.71 3.83 0.11

Eagle, CO - 3.72 3.72 - 3.72 3.72 -
Kit Carson, CO - 3.72 3.72 - 3.72 3.72 -
Larimer, CO 3.82 3.33 3.71 3.82 3.33 3.75 0.04
Arapahoe, CO 3.70 3.44 3.70 3.70 3.44 3.70 -
Summit, CO - 3.69 3.69 - 3.69 3.69 -
Tompkins, NY 3.68 2.49 3.68 3.68 2.49 3.68 -
Los Alamos, NM - 3.68 3.68 - 3.68 3.68 -
Gunnison, CO - 3.68 3.68 - 3.68 3.68 -
Fairfax, VA 3.67 3.20 3.67 3.67 3.20 3.67 -
Albany, WY - 3.67 3.67 - 3.67 3.67 -

Jefferson, CO 3.67 3.61 3.66 3.67 3.61 3.67 0.01
San Luis Obispo, CA 3.67 3.62 3.66 3.67 3.62 3.66 -
Washington, CO - 3.66 3.66 - 3.66 3.66 -
Ventura, CA 3.64 3.96 3.65 3.64 3.96 3.65 -
Washoe, NV 3.60 3.87 3.64 3.60 3.87 3.62 -0.02
Lincoln, CO - 3.64 3.64 - 3.64 3.64 -
Crowley, CO - 3.64 3.64 - 3.64 3.64 -
Okaloosa, FL 3.71 3.03 3.63 3.71 3.03 3.67 0.04
Merrimack, NH 5.17 3.53 3.63 5.17 3.53 3.64 0.01
Cache, UT 3.63 3.22 3.63 3.63 3.22 3.63 -

Ouray, CO - 3.62 3.62 - 3.62 3.62 -
Baca, CO - 3.62 3.62 - 3.62 3.62 -
Ulster, NY 3.89 2.63 3.61 3.89 2.63 3.71 0.10
Phillips, CO - 3.61 3.61 - 3.61 3.61 -
Cochise, AZ - 3.61 3.61 - 3.61 3.61 -
Apache, AZ - 3.61 3.61 - 3.61 3.61 -
Cheyenne, CO - 3.61 3.61 - 3.61 3.61 -
Champaign, IL 3.80 1.89 3.60 3.80 1.89 3.70 0.10
York + Poquoson, VA 3.69 2.78 3.54 3.69 2.78 3.61 0.07
Greene, OH 3.81 2.24 3.51 3.81 2.24 3.64 0.13

Top 50 Counties 3.91 3.50 3.74 3.91 3.50 3.75 0.02

United States 3.11 2.85 3.00 3.10 2.85 3.01 0.00

Source: Center for Urban Policy Research, Rutgers University.



371

C
ou

rt
es

y 
of

 T
. D

el
co

rs
o

County, FL (+0.04) (Table 12.6). In each of these
examples of increase in quality of life under the con-
trolled-growth scenario, the increase is due to move-
ment closer to strong growth centers in the county.
No county in the top 50 quality-of-life counties ex-
periences significant decreases in quality of life un-
der the controlled-growth regimen. The overall find-
ing for the top 50 counties is very little, if any, change
in aggregate quality of life due to the controlled-
growth regimen. This is in keeping with our findings
vis-à-vis the other subsets of quality-of-life analysis.

CONCLUSION

Quality of life is almost impossible to quantify. To
allow quality of life to be understood and measured,
a “places-rated” method generally must be used. If
one can select variables that meaningfully separate
places, and those places, once distinguished, are rec-
ognizable as different by a judging population, then
a places-rated scheme can be used for more rigorous
analysis. This is what is attempted here. Variables from
a recognized econometric procedure to rate quality
of life are augmented and altered to attain an accept-
able ordering of counties in five states: New Jersey,
South Carolina, Florida, Arizona, and Oregon. These
variables are then applied to all counties of the United
States to develop an initial rating for each county.
For those counties with both developed and undevel-
oped areas, approximately 490, or 15 percent of all
counties, the 26 variables are divided into two sets of
13 variables each to describe the counties’ developed
and undeveloped portions. Counties, EAs, states, re-
gions, and the United States as a whole can have a
quality of life altered by the number of people mov-
ing to a county and its developed and undeveloped
areas under the two alternative growth scenarios.

The finding of this analysis is that, overall, move-
ment to central places by new residents under a con-
trolled-growth regimen does not appreciably alter
quality of life at any level of jurisdiction. Neither the
top 50 counties nor all counties, the top 30 EAs or all
EAS, the top 20 states or all states, show significant
variations in quality of life for new residents as a re-
sult of the controlled-growth regimen. In individual
instances, there may be some changes in quality of
life experienced. This is true at the county, EA, state,
and regional levels. On the whole, however, any in-
creases in quality of life balance out the decreases. In
general there is no shift in quality of life because in
approximately 2,610 of the total 3,100 counties there

is no intracounty shift—most shifts are intercounty.
The increased population in receiving locations in-
curs the same quality of life under both scenarios.
For those locations where there is a change in quality
of life, the change may occur in either direction. Thus,
at least at the county scale, it cannot be said that con-
trolled growth will lead to either increasing or de-
creasing quality of life. This is an important finding,
because literature in the field is full of unsubstanti-
ated claims favoring both positions. While the above
analysis is far from the last word on controlled growth
and quality of life, the findings do shed some light on
the complexity of the issue and the percentage of ju-
risdictions involved in quality-of-life changes under
a controlled-growth scenario.
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XIII

Relating Sprawl
to Urban Decline:

Effects of Suburban Sprawl
on the Decline of Metropolitan Areas

INTRODUCTION

This chapter explores fundamental social issues raised
by sprawl development. It shifts the focus from the
comparison of the two potential futures—uncon-
trolled- or controlled-growth—to the analysis of the
relationships between sprawl and urban decline.

Many of those who follow urban issues believe that
losses of population and fiscal strength in large, older
American cities have been aggravated by the particu-
lar form of suburban growth that has occurred around
those cities: so-called suburban sprawl. Until now,
little attempt has been made to establish an empiri-
cally verified connection between suburban sprawl
and the urban decline of large American cities. This
chapter explores empirical linkages between subur-
ban sprawl and urban decline and seeks to determine
(1) whether these are statistically significant and (2)
whether they confirm that sprawl aggravates urban
decline. The empirical exploration is preceded by a
conceptual discussion of possible relationships be-
tween suburban sprawl and urban decline.

Two different statistical approaches are employed
here. In the section following basic concepts, the
empirical measures of both suburban sprawl and ur-
ban decline are derived specifically for the analysis,
and are not directly related to the empirical variables

used in the other chapters of this report. In the final
sections, empirical measures of both sprawl and de-
cline derived from the data in the other chapters of
this study are used. Findings from both sections are
then compared.

THE RELATIONSHIP BETWEEN
SPRAWL AND URBAN DECLINE

Peripheral Growth in U.S.
Metropolitan Areas after 1950

After 1950, some type of large-scale, peripheral resi-
dential development around the central cities of most
United States metropolitan areas was inevitable, for
two reasons. First, housing in most large American
cities was severely overcrowded by 1950. Thousands
of residents had been imported from rural areas dur-
ing World War II to participate in war production, yet
very little new housing had been built in or near those
cities since the 1920s, thanks to the depression of the
1930s and the curtailment of civilian production dur-
ing World War II. Second, there was a huge influx of
population to metropolitan areas containing these cit-
ies, starting around 1950 and lasting through the late
1960s, caused by: (1) the displacement of rural work-
ers by mechanization—especially from Southern cot-

373



374

R E L A T I N G   S P R A W L   T O   U R B A  N   D E C L I N E

ton-growing areas; (2) a general desire among young
people raised in rural areas to seek broader economic
opportunities than were available in those areas; (3)
unexpectedly fast population growth in the late 1950s
and 1960s because of the postwar baby boom; and
(4) the rapid expansion of job opportunities in met-
ropolitan areas during the postwar economic boom.

These forces generated an enormous demand for ad-
ditional housing in most metropolitan areas that could
not be met within the existing boundaries of central
cities unless housing densities there were greatly in-
creased. At the same time, rising real incomes in all
economic groups, coupled with the increasing avail-
ability of automobile transportation, stimulated the
demand for lower-density housing, precluding in-
creasing densities within big cities. Thus, peripheral
population expansion around those cities after 1950
was both inescapable and socially desirable.

However, suburban sprawl, the particular form of
peripheral growth that became dominant in almost
all American metropolitan areas, was certainly not
inescapable and had many socially undesirable as-
pects.

Defining Suburban Sprawl

Large-scale peripheral growth in United States met-
ropolitan areas conceivably could have occurred with-
out suburban sprawl. Many nations around the world,
both economically developed and less developed,
have been able to support such growth without sig-
nificant sprawl. Nonetheless, sprawl has been domi-
nant in nearly all United States metropolitan areas
for half a century, for reasons discussed below. First,
however, it is important to define suburban sprawl
precisely in order to study it empirically.

An earlier study by similar participants to this study
(Burchell et al. 1998) developed a specific definition
of suburban sprawl that contained multiple elements.
These elements were arrived at through an
acknowledgement of the basic characteristics and
impacts of sprawl found in the extensive literature on
that subject. For example, one common criticism of
sprawl is that it involves too much dependence on
the automobile to navigate the distances between work
and residence. The dependence on private vehicles
causes significant traffic congestion, excessive air
pollution, hardship for people who cannot afford pri-
vate vehicles, and fosters very low density settlement
patterns. This criticism led to the conclusion by the

research team that sprawl is characterized by both
the dominance of the automobile and low-density de-
velopment. Some critics of sprawl claim that the
extensive commercial strip developments in sprawled
communities lead to excessive travel and undermine
existing central-city and suburban “downtown” dis-
tricts. From this criticism, it was further concluded
that two defining elements of sprawl are significant
commercial strip development and the segregation of
the land uses into separate spatial zones. The addi-
tional defining elements of sprawl were similarly for-
mulated by determining the traits that accounted for
the negative and positive outcomes attributed to
sprawl. The 10 elements that are used to define sub-
urban sprawl in this chapter are as follows:

• Relatively low residential and nonresidential
density in peripheral areas

• Unlimited outward extension of new settlements
• Leapfrog development of new subdivisions not

contiguous to existing built-up areas
• Segregation of land uses by types, into separate

zones or territories
• Dominance of surface transportation by private

automobiles
• Fragmented governmental control over land use

among many relatively small localities
• No centralized ownership of land or planning or

regulation of new development
• Great disparities in the fiscal capacities of local

governments across each metropolitan area
• Widespread emergence of commercial strip mall

development along major arteries
• No direct provision of new low-priced housing.

Reliance on the filtering or “trickle-down” process
to provide housing for low-income households

This approach to defining sprawl is responsive to most
of the major concerns about sprawl expressed by the
public and in the literature. However, the 10 defining
elements do not form a single coherent “bundle” of
interrelated attributes. Some of the elements are in-
terrelated, for example, relatively low densities in
peripheral areas, unlimited outward extension, and
leapfrog development. Other elements have no intrin-
sic or necessary relationship to these three: examples
are fragmentation of governance over land use and
reliance on the trickle-down or filtering process to
provide housing for low-income households. Conse-
quently, it is difficult using these 10 elements to cre-
ate a cohesive index of suburban sprawl that can be
applied to each urbanized area or metropolitan area.
Since the variables from which the index is to be cre-
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ated do not form a homogeneous or coherent set of
traits, the index itself does not represent measurement
of a coherent, closely integrated, underlying reality. This
will become clearer in later sections of this chapter.

The Metropolitan Growth Process
and the Concentration of Poverty in
Core Areas

For at least four decades, households and businesses
have been moving from central cities and inner-ring
suburbs to low-density, outer-ring suburbs in the pro-
cess of suburban sprawl described above. Most ur-
ban economists believe the decentralizing process has
been caused by rising real incomes, which motivate
households to seek larger homes and lots, and by
improved means of transportation and communica-
tions, which reduce the costs of traveling and com-
municating over greater distances. These forces have
been crucial influences in “pulling” firms and house-
holds—especially high-income households—outward
from the central parts of metropolitan areas to their
edges. Consequently, such outward movement would
surely have occurred to some degree in the absence
of other factors.

Nevertheless, a second set of factors consisting of
poverty, crime, and racial concentrations has greatly
increased and accelerated the movement of viable
firms and households away from older core areas and
toward the periphery of the metropolitan areas. A cen-
tral hypothesis of this analysis is that these push fac-
tors have been generated for the most part by the
disproportionate concentration of poor households
in older core areas—a result of the American metro-
politan growth process. Therefore, understanding how
that concentration occurs is crucial to exploring how
suburban sprawl might be linked to urban decline.

In 1990, approximately 10 million people lived in
census tracts in which 40 percent or more of the resi-
dents had incomes below the poverty line. About 7.5
million of the 10 million were located in central cit-
ies, comprising 10 percent of the total center-city
population. This percentage varied greatly among
cities: 36.5 percent in Detroit; 23 percent in Atlanta;
13.7 percent in Chicago; and only 3.4 percent in Wash-
ington, D.C. Similar census tracts are now expected
in the 2000 Census in many older, inner-ring suburbs
too. In 1990, more than 30 percent of all poor Afri-
can Americans in America lived in such high-poverty
census tracts, compared with 21 percent of all poor
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Hispanics and only 7 percent of all poor whites.1  In
1990, more than 19 percent of all central-city resi-
dents were poor, compared with approximately 8.4
percent of all suburban residents.

This American concentration of poor households
within older, central-city core neighborhoods is not
an inevitable result of overall population growth, the
laws of nature, or free-market forces. In fact, it is not
found in most other nations. Concentration of the
poor—especially poor minority-group households—
in older core areas is a peculiarly American condi-
tion caused by specific public policies that are de-
signed to spatially segregate poor households from
nonpoor households, which form a majority in each
metropolitan area.

A metropolitan area—anywhere in the world—must
include for its economic success a significant per-
centage of low-income households, because these resi-
dents perform vital economic roles. Low-income resi-
dents cannot afford to live in market-value housing
(i.e., new standard-quality units as defined by Ameri-
can housing laws) without receiving public subsidies,
which are costly, or spending high proportions of their
income. Therefore, large metropolitan areas must have
housing units that are considered “substandard.” This
is a reality that few public officials or urban planners
are willing to acknowledge; nevertheless, it exists,
even in the wealthy United States. Substandard units
are either new units built to very low quality stan-
dards or older, better-quality units that have deterio-
rated or become overcrowded. Such “slums” provide
housing that many poor households can afford to oc-
cupy without subsidies.

As the total population of any U. S. metropolitan area
rises, the number of poor people there also rises as
long as the United States continues to receive mil-
lions of poor immigrants from abroad. However, the
presence of low-income households is regarded by

most local public officials and many residents as a
fiscal drawback. Compared to more affluent house-
holds, poor residents tend to generate high public-
service costs but provide low revenues from prop-
erty taxes and sales taxes. Moreover, low-income
neighborhoods are associated with higher-than-aver-
age crime rates and other social maladies. Conse-
quently, nearly every locality wants to minimize the
number of its poor residents. Furthermore, no com-
munity can use local taxes to significantly redistrib-
ute income to benefit its poor residents without driv-
ing many of its nonpoor residents and firms
somewhere else.2

A key hypothesis of this analysis is that the metro-
politan development process in the United States con-
tains six basic elements that generate high concentra-
tions of minority-group poverty in inner-core areas.

First, American zoning and building codes univer-
sally require all new housing units to meet high-qual-
ity standards that are unaffordable to poor house-
holds without public subsidies. In contrast, in most
developing nations, poor people can and do occupy
brand new unsubsidized units—most of which they
have built themselves. But these units are constructed
to low-quality standards. They are usually little more
than shacks to begin with, though many are upgraded
over time. Such units are often built on once-vacant
land expropriated by the residents through “squat-
ting,” without purchase or the obtainment of legal title.
This permits poor people to build new units at the
growth periphery in concentrations of slums known
as ghettos or barrios. Over time, as the new-growth
periphery moves outward from the historic center,
concentrations of poor households are found at all
distances from that center—neither just in the center
itself (as in the United States) nor mainly on the edges
(as in much of Western Europe). This outcome is pre-
vented in the United States by legally requiring all
newly built dwellings to meet high-quality standards
and by rigorously enforcing those requirements.

Second, governments—federal, state, and local—do
not provide enough housing or income subsidies to
enable most low-income households to live in newly
constructed units, which are costly because of the

1 Data from Ronald B. Mincy and Susan J. Wiener, The
Underclass in the 1980s: Changing Concept, Constant
Reality, (Washington, D.C.: The Urban Institute, July 1993);
Paul A. Jargowsky and Mary Jo Bane, “Ghetto Poverty in
the United States: 1970-1980,” in Christopher Jencks and
Paul A. Peterson, eds., The Urban Underclass (Washington,
D.C.: The Brookings Institution, 1991), 251-270; and John
D. Kasarda, “Inner-City Concentrated Poverty and
Neighborhood Distress,” Housing Policy Debate, 4, 3 (Fall
1993): 253-302.

2 For a discussion of why significant income redistribution
within most cities is politically impossible, see Paul E.
Peterson, City Limits, Chicago, IL: Chicago University
Press, 1981.
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high standards they are required to meet. In Western
Europe, many poor households live in standard-qual-
ity units that are publicly subsidized and located in
new suburban areas. In the United States, governments
provide only enough housing subsidies to shelter
about 20 percent of the poor in standard-quality hous-
ing. Local opposition prevents most of those subsi-
dized units from being placed in suburbs, so they are
concentrated in older inner-city areas. There is noth-
ing inherently wrong with having most low-income
households occupy older housing units that have
“trickled down” from former occupancy by nonpoor
people unless those units are deteriorated, as they
often are. The older housing in each metropolitan area
is concentrated in close-in areas. Thus, in the United
States, high-quality standards for all new housing and
the limited availability of public subsidies preclude
most poor households from living in new-growth re-
gions on the periphery of each metropolitan area.

The third factor that helps generate high concentra-
tions of poverty in metropolitan areas consists of ex-
clusionary zoning codes and other local policies
adopted by suburban communities whose residents
do not want poor people living nearby. Many sub-
urbs have adopted zoning codes that minimize the
land availability for construction of multifamily hous-
ing, which is less costly than single-family units. Other
suburbs have adopted large-lot and other rules that
prevent lower-cost single-family housing. Such spa-
tial segregation by income is not a burden to the up-
per- and middle-income groups, but it compels low-
income people to live in older areas containing a
concentration of poverty-level households. The wide-
spread nature of such regulatory barriers was docu-
mented by the United States Department of Housing
and Urban Development’s Advisory Commission on
Regulatory Barriers to Affordable Housing.3

The fourth factor that helps generate high concen-
trated poverty in inner-city areas is racial segrega-
tion in housing markets. Studies of recent behavior
by white real estate brokers, homeowners, and mort-
gage lenders reveal a high incidence of discrimina-
tion against African American households. One rea-
son African Americans live in areas of concentrated

poverty is the high fraction of all African Americans
who are poor. In 1997, six years into the greatest
peacetime economic expansion in American history,
26.5 percent of all African Americans had incomes
below the poverty level, compared to 27.1 percent of
all Hispanics, and 11.0 percent of non-Hispanic
whites.

Neighborhood racial segregation is not caused solely
by widespread unwillingness on the part of white
Americans to live near African Americans or other
“persons of color.” Such segregation also arises from
a combination of differences in the way African
Americans and white Americans typically define “de-
sirably integrated neighborhood,” and the resulting
processes of self-selection in the housing choices
made by members of both groups. Poll results show
that African Americans typically consider a neigh-
borhood to be “desirably integrated by race” when
about half the residents are African American and half
are white. In contrast, polls also show that most white
Americans consider a neighborhood to be “desirably
integrated by race” when no more than 25 percent to
33 percent of the residents are African Americans,
and the rest are white. (A discussion of these views is
presented later.) In light of these views, if all the mem-
bers of both groups want a given neighborhood to be
“desirably integrated,” it will not remain so over time.
For example, if the neighborhood has only a few Af-
rican American residents, other African Americans
will continue to move in as long as their group ac-
counts for less than half of the residents, since many
prefer an integrated area. However, when the percent-
age of African Americans exceeds approximately 33
percent of all residents, most white Americans will
stop moving in because they believe that the neigh-
borhood is no longer “desirably integrated.” Yet, resi-
dential neighborhoods in the United States have an
annual housing turnover rate of at least 10 percent
(and often higher) for reasons unrelated to racial com-
position. Therefore, 10 percent of the existing resi-
dents must be replaced each year by newcomers to
keep the population constant. If all the newcomers
are African Americans, their percentage of the total
population will inevitably rise beyond 33 percent.
Eventually, the neighborhood will become almost
entirely African American, even if all residents of both
groups would prefer living in a racially integrated
neighborhood and no initial white residents “flee”
from racial change. This outcome results from the
differential willingness of members of each of the two
groups to live with varying proportions of members
of the other group. As long as most whites are less

3 Advisory Commission on Regulatory Barriers to
Affordable Housing, Not in My Backyard (Washington
D.C.: United States Department of Housing and Urban
Development, 1991).
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willing than African Americans to share neighbor-
hoods with high proportions of members of the other
racial group, it will be difficult to achieve stable ra-
cial integration in many neighborhoods.

Moreover, many whites do not want to live in neigh-
borhoods in which even low percentages of African
Americans are present. Therefore, they engage in
explicit racial discrimination when buying homes for
themselves and when selling or renting homes to oth-
ers. This attitude is also a key factor sustaining resi-
dential racial segregation.

A fifth element in the U.S. metropolitan development
process that helps generate spatial concentration of
the poor in older core areas is the presence of many
more obstacles to building new housing in such ar-
eas, and in older cities generally, than on vacant land
at the metropolitan periphery. These additional ob-
stacles include higher land costs; a greater incidence
of previously polluted sites that must be cleaned be-
fore redevelopment can occur; more restrictive local
regulations and much more bureaucratic red tape that
must be overcome; legal or political requirements to
use costlier union labor; union resistance to lower-
cost building methods and materials; a greater likeli-
hood of neighborhood opposition; a greater difficulty
obtaining financing in older neighborhoods; and

higher crime rates. Such difficulties lead real estate
developers to prefer building new projects on vacant
peripheral sites to putting similar projects on infill
sites within large cities or older suburbs.

The final factor that helps generate concentration of
poverty in older core areas is the pattern of express-
ing upward social and economic mobility by moving
to “better” neighborhoods rather than by upgrad-
ing one’s existing accommodations without moving.
This dynamic behavior pattern may be part of the
“frontier mentality,” which encourages people to
move farther outward from established settlements
whenever their circumstances change for the better.
Whatever its ultimate cause, this behavior pattern
tends to drain the most successful households out of
poor inner-city neighborhoods, leaving the remain-
ing households with a higher concentration of poor
neighbors. Thus, as individual household upward
mobility is achieved, the proportion of middle- and
upper-income households left in inner-city neighbor-
hoods decreases. This dynamic occurs among all ra-
cial and ethnic groups, and it is a key factor in keep-
ing the percentage of children from poor
households quite high in public schools serving
inner-city neighborhoods.
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Concentration of Poverty and
Urban Decline

The next set of hypotheses underlying this analysis
concerns the impacts of concentrated poverty. When
concentrations of poverty arise in older central-city
and inner-ring suburban neighborhoods, destructive
local environments are often created. Such environ-
ments are marked by high rates of crime, out-of-wed-
lock births, single-parent households with no father
present, unemployment, drug abuse, inadequate nu-
trition for babies, lack of interest in education, and
school truancy.

In particular, five negative conditions have caused
millions of households and many business firms to
move out of older central-city and inner-ring subur-
ban neighborhoods. These same five conditions have
also inhibited middle-income households of all eth-
nic types and viable firms from moving back into such
neighborhoods. The first condition is fear of crime
and violence. The second is the poor quality of pub-
lic schools, a problem created by both the burden of
educating high proportions of children from poor
households with nonsupportive attitudes toward edu-
cation and the presence of dysfunctional public school
systems. The third condition is the unwillingness of
most white households to live in neighborhoods where
more than one-third of the residents are minority-
group households, as noted above.4  The fourth con-
dition is the dysfunctional nature of many large-city
bureaucracies, such as schools, welfare systems, hous-
ing authorities, and the police. The fifth condition is
the inability of local governments in many cities to
provide high-quality public services to their citizens
because of lack of fiscal resources.

The out-migration of middle- and upper-income
households and viable businesses caused by the five
conditions described continues to drain fiscal re-
sources from older cities that are saddled with the
costs of serving the poor. As a result, the ability of
local governments to overcome or offset these nega-
tive conditions is further weakened. Thus, the con-
centration of the poor in these core areas leads to a

self-aggravating downward spiral in their fiscal
strength and environmental quality.

The process described above creates tremendous so-
cial inequities in the quality of environments in dif-
ferent parts of each metropolitan area. Central cities,
inner-ring suburbs, and some outer-ring suburbs have
low fiscal resources and high costs compared with
many affluent suburbs. This situation makes a mock-
ery out of the cherished American value of “equality
of opportunity.” The growth process is not the only
cause of these problems, but it is a crucial and major
cause.

Sprawl and the Spiral of Urban
Decline

The next key hypothesis is that the entire process of
urban decline is aggravated by several of the basic
characteristics of suburban sprawl:

• Very low density residential and nonresidential
development spreads the entire metropolitan area
out over a much larger total territory than it would
have to occupy if average densities were higher.
This separates many low-income households and
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the Making of the Underclass (Cambridge, MA: Harvard
University Press, 1993), chapter 4.
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unemployed workers living in the core areas from
job opportunities in the peripheral areas, adds to
total infrastructure and travel costs, makes wide-
spread use of public transit impractical, and may
aggravate regional air pollution.

• Fragmented government controls over land use
permit many communities to engage in exclu-
sionary zoning, and inhibit the emergence of any
incentives for local government officials to take
account of the impacts of their parochial actions
on the region as a whole. This prevents many
low-income households from relocating near the
new-growth suburbs where job opportunities are
being created. Poor residents are concentrated in
inner-city neighborhoods, as explained above. This
condition also causes the metropolitan area to
spread out over a larger territory, further separat-
ing low-income workers from job opportunities.

• Fragmented control over the fiscal tax base in-
herent in fragmented general government pow-
ers causes older-city governments and some in-
ner-ring suburban governments to lose any access
to taxable resources that move outside their
boundaries, even if the households and firms in-
volved continue to use services provided by those
city governments. Fragmented control also mo-
tivates officials in each local government to dis-
courage creation of land uses within its borders
that its officials regard as “fiscal losers;” that is,
uses that generate more local government expen-
ditures than revenues. Conversely, local officials
are motivated to encourage creation of land uses
they regard as “fiscal winners.” This usually
means that they favor more offices and retailing
centers rather than low-cost housing (especially
rental apartments). So, households seeking low-
cost housing find it available mainly in the form
of older units in central cities and older suburbs,
near the location of other low-income households.

• Unlimited outward expansion of new growth and
leapfrog development permit the construction of
new subdivisions on vacant land in more distant
locations. This eventually draws new places of
employment into areas similarly distant from the
historic center. Such peripheral development
adds unnecessarily to the social costs of creating
the infrastructure to serve these settlements and
locates many new jobs beyond the knowledge or
commuting range of most unemployed residents.

• Almost total reliance on private automobile trans-
portation means that low-income residents who
cannot afford to own a car or truck cannot easily
find or commute to most of the areas where new
jobs are being created. The areas either are not
served by public transportation or, if they are
served by public transportation, the trip is ex-
tremely long and costly. This aggravates the nega-
tive effects of unlimited outward extension, low-
density peripheral settlements, and leapfrog
development.

• The complete absence of any centralized plan-
ning or regulation of land use means that public
officials have no incentives to take into account
the effects of local government planning deci-
sions on the operation of the entire region, or the
tendency of the growth process to undermine the
fiscal health of large older cities.

• Creation of widespread commercial strip devel-
opments outside existing downtown areas of the
central-city and suburban communities under-
mines the fiscal health of older established com-
munities because newer retail facilities drain
business—and therefore property values—from
existing establishments in the downtown areas.
This aggravates the fiscal decline of governments
in cities closer to the metropolitan center while
benefiting governments in cities at the periphery.

• Physical segregation of land uses by type into
separate zones makes walking impractical,
thereby creating the need for more driving trips by
residents and, possibly, increasing air pollution.

These are some of the major disadvantages of subur-
ban sprawl, as alleged by its critics where it is com-
pared with alternative, higher-density forms of
suburbanization. However, merely asserting that these
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causal relationships exist does not prove either that
they actually exist or if they do exist, that they have
significant negative effects that aggravate urban decline.

STATISTICAL ANALYSIS BASED
ON AN INITIAL DEFINITION OF
SPRAWL AND URBAN DECLINE

Statistical Relationship between
Sprawl and Urban Decline

How can the importance of such alleged disadvan-
tages be analyzed statistically? The first of two meth-
ods used in this chapter entails the development of a
generalized quantitative measure of suburban sprawl
followed by an examination of the relationship be-
tween that measure and measures of each of the nega-
tive outcomes described above. But suburban sprawl
is a complex phenomenon, as indicated by the 10-
trait definition set forth earlier. Therefore, no one
empirical variable can capture all of its dimensions.
One way to at least partially overcome this difficulty
is to develop separate variables to measure different
aspects of sprawl and then create a sprawl index from
all of those variables to estimate sprawl’s overall pres-
ence in each metropolitan area. The goal is to deter-
mine whether sprawl in general seems to have an
important causal role in generating any of its alleged
negative effects. This method is employed later in
this analysis.

A second method of relating sprawl and urban de-
cline involves the development of a similar general-
ized quantitative measure of urban decline followed
by an examination of the relationship of that measure
to (1) the sprawl index and (2) specific measures of
several individual characteristics of sprawl. The ob-
ject would be to determine whether sprawl in gen-

eral, or any of its specific traits, seems to have an
important causal role in generating urban decline. The
analysis employs this method using two different
measures of urban decline. The first measure con-
sists of the percentage change in central-city popu-
lation from 1980 to 1990. This variable really en-
compasses overall city growth, rather than urban
decline alone, since it measures positive population
expansion as well as decline. Urban decline, how-
ever, is also a complex phenomenon encompassing
more than just central-city population changes. There-
fore, this analysis also develops an urban decline-
distress index computed from measurements of several
components of urban decline and distress. These com-
ponents include crime rates, unemployment rates, high
school drop-out rates, percentage changes in city popu-
lation from 1980 to 1990, and several other variables.

These two major measures of urban decline—popu-
lation change and the urban decline-distress index—
are used as dependent variables in separate regres-
sions in which the sprawl index and many other traits
are used as independent variables. In addition, a third
set of regressions uses these two dependent variables
versus the individual components of the sprawl in-
dex as independent variables (but not the index it-
self) to see whether any particular elements of sprawl
are especially significant causes of urban decline.

Developing a Generalized Measure
of Sprawl

What Areas Should Be Used?

The first issue in developing a generalized measure
of sprawl is, to what geographic and jurisdictional
areas or entities should the measure be applied? The
Census Bureau has developed a measure it refers to
as urbanized areas. These are territories immediately
surrounding a major city or other urbanized center
that exhibit enough density and enough contiguity to
some major built-up area to be considered part of its
hinterland. Urbanized areas are usually parts of met-
ropolitan areas; however, some metropolitan areas
may exist outside urbanized areas, and urbanized ar-
eas occasionally extend outside the boundaries of
metropolitan areas. The Census Bureau published
1990 urbanized area population and area data for 396
urbanized areas. Separate population and area data
were published for the central places and urban fringes
of each urbanized area, thereby permitting calcula-
tions of population densities in both the central places
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and the surrounding urban fringes. This information
is much more appropriate for measuring suburban
sprawl than densities that could be gleaned from met-
ropolitan-area data, which often cover large, relatively
sparsely inhabited territories far from central places.
Therefore, much of the analysis in this chapter deals
with urbanized-area data rather than metropolitan-area
data.

Among the 396 urbanized areas enumerated by the
Census Bureau in 1990, 220 had populations of less
than 150,000. The average territory encompassed by
these smaller areas was 51.4 square miles. Such small
areas would surely not suffer most of the adverse
impacts of suburban sprawl alleged by its critics, be-
cause new settlements at their periphery would not
be very far from their centers. Therefore, this initial
analysis focuses on only the 162 urbanized areas that
had 1990 populations of 150,000 or more.5  These
162 urbanized areas, and some basic data concern-
ing each, are listed in alphabetical order in
Appendix D.6

What Variables Should Be
Measured?

Not all of the 10 characteristics identified earlier as
defining suburban sprawl can be quantitatively mea-
sured. Two traits are immeasurable even in theory:
leapfrog development and no centralized planning or
regulation. Among the remaining eight, there are three
(namely, segregation of land uses by type, disparities
in the fiscal capacities of local governments across
each metropolitan area, and emergence of commer-
cial strip development along major arteries) for which

it would be very difficult to obtain the required data.
That leaves five traits of sprawl that are measurable
in theory and for which adequate data are available:
population density, unlimited outward extension,
transportation dominated by the use of automobiles
(shown by commuting data), fragmentation of gov-
ernments, and the concentration of low-income house-
holds within central cities relative to their suburbs.
(The last is not part of the specific definition of sprawl
used herein, but is closely related to the “trickle down”
process and to exclusionary zoning, as discussed later
in the chapter.)

However, more than five measures of sprawl can be
derived from these five defining traits of sprawl. The
following nine measures have been developed:

1. An urbanized area’s total land area
(URBLND90). The larger the population of an
urbanized area or metropolitan area, the more
likely its population is to “sprawl” over a large
territory, and therefore the more likely the area
is to suffer from the alleged drawbacks of subur-
ban sprawl. There is a 78 percent correlation
between the physical size of urbanized areas and
their total populations. Therefore, the bigger the

5 One small urbanized area—the Hesperia-Apple Valley
area in California—had such a low population in 1980 that
its percentage increase in population from 1980 to 1990
was so enormous as to distort statistical analysis using that
increase as a major element. Therefore, the Hesperia-Apple
Valley urbanized area has been excluded from the entire
analysis, leaving 162 urbanized areas in the sample.

6 One additional problem emerged in analyzing the
162 areas: nine are smaller parts of large metropolitan
statistical areas (MSAs), rather than the central portions
of those metropolitan areas. Yet it is necessary to use some
territories as equivalent metropolitan areas for several of
the key variables in the analysis. Therefore, individual
counties surrounding these smaller urbanized areas were
used in some instances as smaller metropolitan areas while
their larger metropolitan areas were used in other cases. C
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physical territory encompassed by an urbanized
area, the greater its degree of sprawl.

2. The population density of that portion of an ur-
banized area outside its central city or cities
(OUTDEN90). Low density is in itself a key de-
fining trait of sprawl. But sprawl refers to low
density at the periphery of a built-up territory.
Therefore, the density of population in portions
of an area outside its central city (or cities) — its
urbanized fringe — is an appropriate measure of
sprawl. The lower that density, the greater the
sprawl.

3. The ratio of the central city’s population density
to the density of the urbanized fringe
(DENRATIO). If the central city (or cities) has a
much higher density than its surrounding urban-
ized fringe, there is a greater likelihood that
people and firms will move out of the central
city to the fringe than if both have similar densi-
ties. The former circumstance is most prevalent
in older urbanized areas with central cities origi-
nally built when transportation facilities were not
adequate to support low population densities.
These older cities tend to have obsolete street
layouts that cause congestion, as well as older
housing that residents with rising incomes con-
sider less desirable than newer outlying housing.
Those aspects contribute to the greater tendency
of households and firms to move out of the cen-
tral areas, especially as household incomes rise.
Consequently, the higher the ratio of the central
city’s population density to the urbanized fringe’s
density, the greater the degree of sprawl within
an urbanized area.

4. The percentage of a metropolitan area’s total
population living outside the boundaries of the
urbanized area around the metropolitan area’s

center (%MSAOUTS). The urbanized area lying
in and around the center of each metropolitan
area normally encompasses most of the higher-
density portions of that entire metropolitan area.
If a significant percentage of the metropolitan
area’s residents live outside the boundaries of
that urbanized area, they probably live at densi-
ties too low to have been considered “urbanized”
by the Census Bureau (normally, fewer than
1,000 residents per square mile). These “outer
fringe” residents might be considered the van-
guard of suburban sprawl. Therefore, the higher
the proportion of a metropolitan area’s total popu-
lation that resides outside the boundaries of its
central urbanized area, the greater the degree of
sprawl.

5. The percentage of a metropolitan area’s total
population living within its central city (or cit-
ies) (%MSACENC). The central city of each met-
ropolitan area normally contains the highest-den-
sity portions of settlement within that area, partly
because it usually contains the earliest-developed
portions. If the central city encompasses only a
small percentage of the metropolitan area’s total
population, most of that population lives in rela-
tively lower density outlying suburbs. Moreover,
in such cases, the central city is likely to suffer
more fiscal and other adverse consequences from
outward movement of households and firms to
the suburbs than when the central city contains a
relatively high percentage of the metropolitan
area’s total population. Therefore, the smaller the
percentage of a metropolitan area’s total popu-
lation residing within its central city (or cities),
the greater the degree of sprawl there.

6/7. The percentage of commuters within the urban-
ized area who commute either by driving alone
or in car pools (DRIVALON and %CARPOOL).
The higher this combined percentage, the more
dominant are automotive vehicles in the trans-
portation life of the urbanized area.

8. The number of separate local jurisdictions con-
trolling land use per 100,000 metropolitan-area
residents (LOCP100K). Fragmented jurisdiction
over land uses is a key trait of sprawl as defined
in this study. Therefore, the larger the number of
separate jurisdictions with control over land uses
per 100,000 residents of a metropolitan area, the
greater the degree of sprawl within that area.

C
ou

rt
es

y 
of

 C
. G

al
le

y



384

R E L A T I N G   S P R A W L   T O   U R B A  N   D E C L I N E

These political jurisdictions include counties,
cities, townships, and villages.

9. The ratio of the percentage of central-city resi-
dents who are poor to the percentage of subur-
ban residents who are poor (that is, the former
divided by the latter) (CITSUBPV). This ratio
measures the relative degree to which poverty
within the metropolitan area is concentrated
within its central city, compared to its suburbs.
Ratios larger than 1.0 indicate that the central
city has a higher percentage of poor residents
than all of the outlying portions of the metro-
politan area combined (the suburbs). To some
degree, this variable can be interpreted as mea-
suring the extent of exclusionary zoning by out-
lying areas, since a high ratio indicates that the
suburbs have much lower fractions of poor resi-
dents than the central city. True, many factors
other than exclusionary zoning may influence this
ratio. This ratio is not the same as the overall
extent of poverty within the city or the metro-
politan area. Rather it compares poverty within
these two subregions, and may be either high or
low in either quite poor or quite affluent metro-
politan areas.

Data for measuring all nine of these possible indica-
tors of sprawl are available from the United States
Census Bureau. Therefore, all nine have been included
in the statistical analysis described below.

How Should Measurements of the
Indicator Variables Be Translated
into a “Sprawl Index”?

There are many ways to develop a single “sprawl in-
dex” from the nine measurements described above.
Admittedly, choosing from among these methods is
quite arbitrary. This analysis has used an approach
that is easy to understand and therefore could be var-
ied by someone wishing to use the same data but in a
different manner. For each of the nine measurements
described above, the following procedure was used:

• All 162 urbanized areas were sorted in descend-
ing order of the key variable concerned, with the
area having the value indicating the highest de-
gree of sprawl at the top of the list and the area
having the value indicating the lowest degree of
sprawl at the bottom of the list. Thus, New York
City has the highest degree of sprawl based on

the physical size of its urbanized area, which is
2,966.4 square miles—the largest of all 162. In
contrast, the Santa Barbara urbanized area has
the lowest degree of sprawl with respect to that
variable, since it contains only 48.8 square miles.

• The area with the greatest degree of sprawl by
this definition is assigned a sprawl index score
of 100 for that trait; the area with the lowest de-
gree, a score of zero.

• The value of this variable with the lowest degree
of sprawl is subtracted from the value of this
variable with the highest score. The difference is
then divided by 100 to determine what change
in the value of this variable should be equivalent
to a one-point change in the sprawl index score
of the area concerned. In this case, 2,966.4 mi-
nus 48.8 equals 2,917.6. Divided by 100, that
equals 29.176. Therefore, every difference of
29.176 square miles in total area should equal a
one-point difference in the sprawl score of an
urbanized area with respect to this variable. To
put it another way, the sprawl score for this vari-
able can be computed with the formula:

SPRAWL INDEX SCORE =
(URBANIZED LAND AREA - 48.8) X (1/
29.176)

or

SPRAWL INDEX SCORE =
[(THIS URBANIZED AREA’S VALUE—
LEAST HIGHLY SPRAWL ORIENTED
VALUE)] X [1/((MOST HIGHLY SPRAWL
ORIENTED VALUE—LEAST HIGHLY
SPRAWL ORIENTED VALUE)/100)]

This amounts to considering the difference be-
tween the most-favorable-to-sprawl value and the
least-favorable-to-sprawl value as equal to 100
points.

• Similar scores are computed for all nine vari-
ables. These nine values are then added and di-
vided by nine to obtain the composite sprawl
index score. This amounts to weighting each of
the nine measures as equal in relative importance
to each of the others. It is also possible to weight
some of these variables more heavily by multi-
plying them by some factor before engaging in
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this averaging. This variation is discussed fur-
ther below.

Results of Computing the Sprawl
Index

The overall sprawl index scores for all 162 urban-
ized areas, plus their scores for each of the nine com-
ponents of the index, are provided in Appendix E to
this report.7 Table 13.1 is the ranked tabulation of the
162 urbanized areas by their overall sprawl index
scores (calculated with equal weight on each element).
Table 13.2 is a tabulation of the 20 urbanized areas
with the highest sprawl ranking. At first glance, the
overall ranking is surprising, because several older

northeastern and midwestern cities are ranked among
those with the highest sprawl index scores. Among
the 20 most sprawling urbanized areas are 16 located
in the Midwest or Northeast. Several of these older
cities—such as Hartford, Scranton, and Harrisburg—
get high component scores because they have very
low percentages of their total metropolitan-area popu-
lations within the central-city boundaries. Several
other midwestern cities get high sprawl scores be-
cause they have so many local governments per
100,000 residents.

In contrast, many urbanized areas commonly thought
of as “sprawling” receive low sprawl index ratings.
Los Angeles ranks 150th out of 162, and Phoenix, Tuc-
son, San Diego, and Denver are all near the bottom
of the list. Los Angeles gets a low composite score
because it has the highest fringe-area population den-
sity of all these urbanized areas.

What most people think of as “suburban sprawl” is
low fringe-area population density. If that component
of the index is used as the sole measure of sprawl,
then the following 20 urbanized areas would have
the greatest degree of sprawl, in the order shown (ex-
cluding Anchorage, Alaska, which has no fringe area):

Lubbock, TX
Lincoln, NE
Lexington-Fayette, KY
Corpus Christi, TX
Savannah, GA
Huntsville, AL
Nashville, TN
Winston-Salem, NC
Jackson, MS
Greensboro, NC
Charlotte, NC
Tulsa, OK
Lorain-Elyria, OH
Mobile, AL
El Paso, TX-NM
Knoxville, TN
Norfolk-Virginia Beach, VA
Chattanooga, TN-GA
Little Rock, AR
Montgomery, AL

Another approach would be weighting land size and
outlying population density more heavily in comput-
ing the composite sprawl index. The results of qua-
druple weighting these two elements are shown in
another column of the sprawl index summary table in

7 One statistical difficulty arose from this process: for three
of the variables, the New York urbanized area had values
that constituted distant “outliers” in the statistical sense.
That is, these values were much greater than the analogous
variable values for any other urbanized area. This outcome
arose because the Census Bureau treats the New York City
and northern New Jersey environs as a single urbanized
area whereas it divides most of the other very large urban
concentrations (e.g., the Los Angeles and Chicago areas)
into several separate urbanized areas. This makes the New
York urbanized area much larger than any other in terms of
both spatial territory and population. In addition, the gross
population density of New York City is much higher than
that of any other U.S. city, and New York City has a much
more extensive public transit system than any other U.S.
city. Therefore, concerning the ratio of central-city density
to outlying urban-fringe density, the total land area within
the urbanized area, and the percentage of locally resident
commuters who use automotive vehicles or public transit,
New York City had values far more than three standard
deviations away from the mean. Including these extreme
values in regressions concerning the variables would tend
to distort the results. Consequently, in all regressions using
these variables (including the variables DRIVALON,
%CARPOOL, and %PUBTRAN), New York was omitted
as a case.

One other statistical problem was caused by the high
population growth rate—102 percent—of the Lancaster,
California urbanized area from 1980 to 1990. This value
was also an extreme outlier, since the median growth rate
was 8.26 percent and the standard deviation was 17.88
percent. Therefore, the Lancaster area was omitted from
all regressions using the percentage rate of population
growth from 1980 to 1990 as the dependent variable. In
the cases of several other variables, outliers were eliminated
if they were more than three standard deviations from the
mean in using those variables in regressions.
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the appendix and the top 20 from such a weighting
are set forth in column 2 of Table 13.2. The results of
these two weightings are quite similar. Fourteen of
the 20 most sprawling areas with equal weighting of

all variables remain in the top 20 with this particular
unequal weighting; six are different in the two group-
ings.

Rank Area Index Rank Area Index Rank Area Index

1 Atlantic City, NJ 75.62 55 Lansing-East Lansing, MI 52.85 109 Columbus, OH 42.96
2 Detroit, MI 75.35 56 Kalamazoo, MI 52.55 110 Montgomery, AL 42.73
3 Lawrence-Haver., MA-NH 75.09 57 Kansas City, MO-KS 52.55 111 Columbus, GA-AL 42.56
4 St. Louis, MO-IL 74.70 58 Akron, OH 52.51 112 Amarillo, TX 42.55
5 Youngstown-Warren, OH 73.15 59 Dayton, OH 52.15 113 Nashville, TN 41.87
6 Miami-Hialeah, FL 72.98 60 Mobile, AL 51.98 114 Riverside-San Ber., CA 40.96
7 Flint, MI 71.01 61 Memphis, TN-AR-MS 51.35 115 Des Moines, IA 40.62
8 Cleveland, OH 70.84 62 Joliet, IL 51.34 116 Springfield, MO 40.60
9 Hartford-Middletown, CT 70.32 63 South Bend-Misha., IN-MI 50.71 117 Tulsa, OK 40.52
10 Trenton, NJ-PA 69.98 64 Shreveport, LA 50.66 118 Santa Barbara, CA 40.06
11 Baltimore, MD 67.69 65 Worcester, MA-CT 50.51 119 Jackson, MS 39.76
12 Buffalo-Niagara F., NY 67.09 66 Roanoke, VA 50.24 120 Lubbock, TX 39.65
13 Harrisburg, PA 66.34 67 Stockton, CA 50.24 121 Fayetteville, NC 39.63
14 Reading, PA 65.99 68 El Paso, TX-NM 50.14 122 Pensacola, FL 39.38
15 Augusta, GA-SC 65.05 69 Savannah, GA 49.99 123 Provo-Orem, UT 39.38
16 Bridgeport-Milford, CT 63.38 70 Minneapolis-St. Paul, MN 49.95 124 Winston-Salem, NC 39.35
17 Providence-Paw., RI-MA 62.95 71 Dallas-Fort Worth,  TX 49.82 125 Tucson, AZ 39.33
18 Daytona Beach, FL 62.71 72 Ogden, UT 49.69 126 Modesto, CA 39.11
19 Springfield, MA-CT 62.27 73 Norfolk-Virginia B., VA 49.27 127 Seattle, WA 39.06
20 New Orleans, LA 61.98 74 Oxnard-Ventura, CA 49.20 128 Phoenix, AZ 38.97
21 Lancaster, PA 61.48 75 Allentown-Bethlehem, PA 49.20 129 Santa Cruz, CA 38.97
22 Lowell, MA-NH 60.94 76 Jacksonville, FL 49.11 130 Omaha, NE-IA 38.60
23 Philadelphia, PA-NJ 60.86 77 Knoxville, TN 49.10 131 Orlando, FL 38.53
24 Utica-Rome, NY 60.78 78 Baton Rouge, LA 48.89 132 Salem, OR 38.39
25 Rochester, NY 60.29 79 Tacoma, WA 48.86 133 Wichita, KS 38.16
26 Canton, OH 59.95 80 Albany-Schenectady, NY 48.47 134 Green Bay, WI 38.06
27 New Haven-Meriden, CT 59.71 81 Houston, TX 48.31 135 Charlotte, NC 36.31
28 Atlanta, GA 59.29 82 Fort Myers-Cape Co., FL 47.81 136 Albuquerque, NM 36.13
29 Birmingham, AL 57.90 83 Rockford, IL 47.71 137 Lexington-Fayette, KY 35.93
30 Wilmington, DE-NJ 57.59 84 Charleston, WV 47.67 138 Bakersfield, CA 35.79
31 Cincinnati, OH-KY 57.47 85 Fresno, CA 47.19 139 Durham, NC 35.31
32 Syracuse, NY 56.61 86 Evansville, IN-KY 47.04 140 Greensboro, NC 35.28
33 Brockton, MA 56.54 87 San Antonio, TX 46.55 141 San Diego, CA 35.17
34 Chicago, IL-North. IN 56.50 88 West Palm Beach-Boca, FL 45.50 142 Tallahassee, FL 35.07
35 Binghamton, NY 56.28 89 Greenville, SC 45.32 143 Melbourne-Palm B., FL 34.64
36 Louisville, KY-IN 56.08 90 San Francisco-Oakland, CA 45.21 144 San Jose, CA 34.64
37 Tampa-St. Peters., FL 55.46 91 Portland-Vancou., OR-WA 45.13 145 Huntsville, AL 34.31
38 Erie, PA 55.14 92 Peoria, IL 45.12 146 Eugene-Springfield, OR 34.09
39 McAllen-Edinburg, TX 55.09 93 Denver, CO 44.98 147 Austin, TX 33.46
40 Boston, MA 54.97 94 Columbia, SC 44.95 148 Reno, NV 32.63
41 Los Angeles, CA 54.85 95 Corpus Christi, TX 44.75 149 Madison, WI 31.38
42 Pittsburgh, PA 54.69 96 Indianapolis, IN 44.71 150 Lincoln, NE 31.15
43 Lorain-Elyria, OH 54.65 97 Fort Wayne, IN 44.70 151 Appleton-Neenah, WI 30.74
44 New York, NY-North. NJ 54.57 98 Spokane, WA 44.40 152 Ann Arbor, MI 30.71
45 Scranton-Wilkes-B., PA 54.45 99 Charleston, SC 44.32 153 Colorado Springs, CO 29.46
46 Grand Rapids, MI 54.21 100 Davenport-Rock Isl., IA-IL 44.29 154 Las Vegas, NV 29.35
47 New London-Nor., CT 53.97 101 Biloxi-Gulfport, MS 44.12 155 Santa Rosa, CA 29.15
48 Richmond, VA 53.96 102 Aurora, IL 44.07 156 Honolulu, HI 28.76
49 Milwaukee, WI 53.80 103 Little Rock-North Lit., AR 43.55 157 Antioch-Pittsburg, CA 28.38
50 Waterbury, CT 53.71 104 Oklahoma City, OK 43.36 158 Lancaster-Palmdale, CA 28.36
51 Washington, DC-MD-VA 53.64 105 Sacramento, CA 43.36 159 Raleigh, NC 27.63
52 Toledo, OH-MI 53.43 106 Salt Lake City, UT 43.36 160 Boise City, ID 26.68
53 Huntington, WV-KY-OH 53.38 107 Sarasota-Bradenton, FL 43.30 161 Stamford, CT-NY 26.22
54 Chattanooga, TN-GA 53.37 108 Fort Lauderdale-Holly., FL 43.26 162 Anchorage, AK 24.45

Source: The Brookings Institution

Table 13.1
Ranked Urban Decline-Distress Index Scores for 162 Urbanized Areas

Decline Index with Equal Weight on Each Element
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Figure 13.1 shows the distribution of all 162 equally
weighted scores by five point ranges. This graph in-
dicates that the index approach used in the analysis
generates a roughly normal distribution of urbanized
areas, shown by the bell-shaped graphic outcome.
However, many areas have very similar scores; hence,
differences in rank between areas with quite similar
scores are probably not very meaningful. Thus, 52 ar-
eas have scores ranging from 40.0 to 44.99; they prob-
ably do not differ meaningfully in their true “degrees
of sprawl.”

Measures of Urban Decline-Distress

Which Areas Should Be
Considered?

A key question in analyzing urban decline is: on which
geographic areas should the analysis focus? This
analysis uses the major central cities within each of
the 162 urbanized areas used in the analysis of subur-
ban sprawl described above. Within each urbanized
area, the largest central city was selected (sometimes

such areas contain more than one), and it was assumed
that city would experience urban decline. This some-
times results in sizable cities being excluded from
the analysis if they were incorporated into an urban-
ized area along with another, larger central city. How-
ever, the list of cities included in this analysis en-
compasses all of the 27 largest cities in the nation in
1990, and 46 of the 50 largest cities—omitting only
Fort Worth (part of the Dallas-Forth Worth urban-
ized area), Long Beach (part of the Los Angeles-Long
Beach urbanized area), Virginia Beach (part of the
Norfolk urbanized area), and Oakland (part of the
San Francisco-Oakland urbanized area). Among the
100 largest cities in the United States in 1990, 81 are
specifically included in this analysis as central cities
possibly subject to decline (or expansion).

What Should Be Measured?

Urban decline has been extensively analyzed in the
past, notably by Katharine Bradbury, Anthony Downs,
and Kenneth Small in Urban Decline and the Future
of American Cities, The Brookings Institution
(Bradbury 1982). Their analysis distinguishes be-

Ranking
by Sprawl
Index

Cities of Highest Sprawl Ranking
Using Sprawl Index with Equal Weights for All

Nine Variables

Cities of Highest Sprawl Ranking
Using Sprawl Index with Quadruple Weighting of

Total Area and Outlying Density

1 Harrisburg, PA – 59.24 Anchorage, AK – 53.71

2 Antioch-Pittsburgh, CA – 56.41 Dallas-Fort Worth, TX – 51.77

3 Utica-Rome, NY – 55.91 New York – N.E. NJ – 50.05

4 Reading, PA – 54.87 Harrisburg, PA – 49.46

5 Lancaster, PA – 54.34 Utica-Rome, NY – 49.06

6 Joliet, IL – 54.04 Minneapolis-St. Paul, MN – 48.86

7 Lowell, MA – 54.00 Milwaukee, WI – 47.76

8 Hartford, CT – 53.67 Antioch-Pittsburgh, CA – 47.69

9 Scranton, PA – 53.10 Winston Salem, NC – 47.59

10 Kalamazoo, MI – 51.40 Greensboro, NC – 47.25

11 Lawrence, MA – 51.37 Atlanta, GA – 47.04

12 Grand Rapids, MI – 50.88 Lorain-Elyria, OH – 46.86

13 Greensboro, NC – 50.82 Lowell, MA – 46.67

14 Winston-Salem, NC – 50.76 Hartford, CT – 46.28

15 Milwaukee, WI – 50.54 Grand Rapids, MI – 46.21

16 Dallas-Forth Worth, TX – 50.27 Pittsburgh, PA – 46.01

17 Lorain-Elyria, OH – 49.83 Lancaster, PA – 45.97

18 Syracuse, NY – 49.35 Scranton, PA – 45.96

19 Peoria, IL – 49.24 Joliet, IL – 45.93

20 Fort Wayne, IN – 48.79 Charlotte, NC – 45.71
Source: The Brookings Institution

Table 13.2
Cities of Highest Sprawl Ranking
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tween urban decline and urban distress. The first en-
compasses dynamic measures of adverse changes in
conditions over time, and the second encompasses
static measures of adverse levels of certain condi-
tions in time. As noted above, we are using two mea-
sures of urban decline and distress. The first is the

percentage change in a central city’s population from
1980 to 1990. This is the single most important piece
of evidence concerning whether a city was growing
or declining. Hence it has been used as the depen-
dent variable in a number of regressions designated
to analyze the nature of urban decline. Once those

Figure 13.1
Distribution of Sprawl Index Scores for 162 Urbanized Areas

Figure 13.2
Distribution of Decline-Distress Index Scores for 162 Urbanized Areas
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regressions identified which factors are most signifi-
cant in contributing to population change, those fac-
tors were examined to see whether they also contrib-
uted to urban decline.

Population changes in central cities are greatly af-
fected by the cities’ annexation of surrounding terri-
tories. To account for this factor, it is necessary to
examine changes in the areas of central cities over
the period of population change being considered.
Data on the area of central cities within urbanized
areas are available for both 1980 and 1990—the two
dates spanning the period of population change con-
sidered in this analysis. Therefore, the percentage
change in each central city’s geographic area in square
miles from 1980 to 1990 was used as an independent
variable in all regressions concerning central-city
growth rates to account for such annexation. Where
the raw data indicated a change of less than 5 per-
cent, the change was set equal to zero in the re-
gressions, the assumption being that such small
changes resulted from measurement or reporting
errors.

However, focusing on a single variable as the mea-
sure of urban decline (and growth) precludes the
greater richness of an approach with multiple dimen-
sions. Hence a second approach that measures sev-
eral different indicators of both decline and distress
and combines them into a single urban decline-dis-
tress index was also used. This index was developed
from measures of nine variables in the same way that
the sprawl index was developed from measures of
nine other variables, as described earlier. The nine
variables on which the urban decline-distress index
has been built are shown in Table 13.3. It sets forth
the most and least declining-distressed cities for each
variable, and their scores. (No data on violent crime
rates were available for eight cities, so this variable
was omitted from their index scores and the overall
averages for those cities were computed on eight vari-
ables rather than nine.)

Results of Computing the Urban
Decline-Distress Index

The results of computing the urban decline-distress
index are shown in an accompanying table, with cit-
ies listed in descending order of their index scores
(highest scores indicate the greatest decline-distress).
Scores range from a high of 75.62 (Atlantic City) to
a low of 24.45 (Anchorage). The average score is
48.5 and the median is 49.11. The five most declin-

ing-distressed cities were Atlantic City, Detroit,
Lawrence, St. Louis, and Youngstown, in that order.
The five least declining-distressed cities were Anchor-
age, Stamford, Boise City, Raleigh, and Lancaster-
Palmdale, in that order. Among the 25 cities scoring
highest on this index, 15 are in the Northeast, 5 in the
Midwest, 5 in the South, and none in the West. Among
the 25 cities scoring lowest on this index, 13 are in
the West, 7 in the south, 4 in the Midwest, and only 1
is in the Northeast (Stamford). These results corre-
spond approximately to what a priori intuition would
indicate, as follows:

• The most declining-distressed cities are large
ones in the Midwest and Northeast.

• The “usual suspects” are near the top of the list:
Detroit, St. Louis, Cleveland, Flint, Youngstown,
Buffalo, New Orleans, Philadelphia.

• Most western cities have very low decline-dis-
tress index scores, and a high percentage of all
cities with low such scores are in the West.

• Index scores are distributed in a roughly bell-
shaped curve, with most clustered in the middle
and fewer at each extreme. This distribution is
shown in Figure 13.2.

Comparing City Population Decline
Rates and the Urban Decline-
Distress Index

The two measures of urban decline calculated
above produce different rankings of individual cit-
ies regarding their relative degrees of population
gain or loss on the one hand, and urban decline-
distress on the other. These rankings are shown in
Tables 13.4 and 13.5.

Table 13.3 shows the 20 most-declining or distressed
cities by both measures. Only six cities—Youngstown,

C
ou

rt
es

y 
of

 C
. G

al
le

y



390

R E L A T I N G   S P R A W L   T O   U R B A  N   D E C L I N E

St. Louis, Cleveland, Flint, New Orleans, and Buf-
falo—are on both of these “bottom 20” lists. Thus,
severe population declines are not concentrated
mainly in cities showing broader signs of urban de-
cline or distress. The 20 least-declining cities by each
measure are shown in Table 13.4.

Nine cities are on both of these “10 best” lists—
Lancaster, Santa Rosa, and Antioch in California; Las
Vegas and Reno in Nevada; Austin, Texas; Colorado
Springs, Colorado; Anchorage, Alaska; and
Melbourne, Florida. California cities dominate both
lists. In fact, 10 of the 20 cities that grew fastest in
population from 1980 to 1990 are in California. Only
four of the 40 cities on these two lists are in the Mid-
west (three of them are the sites of state universities),
and only one is in the Northeast—Stamford, Connecti-
cut, is a “least distressed” city because of the high
income of its residents.

Regression Analysis Methods

What Regression Methods Should
Be Used?

In order to ensure the reliability of the conclusions
drawn from analyzing these variables, this study uses
two different multiple regression methods. One is a
form of step-wise regression, in which independent
variables are introduced—or removed—from the
analysis one at a time. This method starts by using a
set of many independent variables that might affect
the dependent variables and gradually removes those
that have low beta values and, especially, t-scores
below 2.0. Different combinations of variables are
tried until some are found that meet two criteria: (1)
all independent variables have t-scores above 2.0, and
(2) the resulting adjusted R-squared is larger than for

Urban Decline-Distress Index
Component Variable

Most Seriously
Declining or Distressed

Area and Value

Least Seriously
Declining or Distressed

Area and Value

Difference Between
Extremes =
100 points

1. Percentage change in central-city
population from 1980 to 1990
(CHG8090%)

 Youngstown, OH

 -17.12%
 Lancaster-Palmdale, CA

 +102.58%
 119.7%

2. Number of violent crimes per
100,000 central-city residents in
1991 (VIOCPCAP)

 Miami, FL

 4,252 crimes
 Appleton, WI

  38 crimes
 4,214 crimes

3. Percentage of 1990 residents over
25 who had graduated from high
school (PCTGRAD)

 Miami, FL

 47.6% graduates
 Ann Arbor, MI

 93.9% graduates
 46.3% graduates

4. Percentage of central-city workforce
unemployed in 1991 (UNEMPLY%)

 Flint, MI

 16.7% unemployed
 Lincoln, NE

2.3% unemployed
 14.4% unemployed

5. Central-city income per capita in
1989 (INPCAP89)

 Provo-Orem, UT
$8,408 per capita

 Stamford, CT
$27,092 per capita

 $18,684

 per capita

6. Percentage of 1990 central-city
population with 1989 incomes
below the official poverty level
(%POVPERS)

 Augusta, GA

 33.3% poor
 Stamford, CT

 6.3% poor
 27.0% poor

7. Percentage 1990 housing units built
before 1940 (PRE1940%)

 Reading, PA

 70.1% of units
 Anchorage, AK

 0.6% of units
 69.5% of housing

units

8. Percentage change in central-city
population from 1990 to 1994
(%CHG9094)

 New London, CT

 -20.14%
 Las Vegas, NV

 +27.0%
 47.14% population

change

9. Percentage of 1990 residents aged
16 to 19 neither in school nor high
school graduates (hence high school
dropouts) (HS%DRPOT)

Atlantic City, NJ
27.93% est.

high school dropouts

Ann Arbor, MI
2.19% est.

high school dropouts

25.74% est. high
school dropouts

Source: The Brookings Institution

Table 13.3
Urban Decline-Distress Index Component Variables
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Rank Most-Declining Cities by Population Change Most-Declining Cities by Index Value

1 Youngstown, Ohio Atlantic City, New Jersey

2 Huntington, West Virginia Detroit, Michigan

3 Pittsburgh, Pennsylvania Lawrence-Haverhill, Massachusetts

4 St. Louis, Missouri St. Louis, Missouri

5 Cleveland, Ohio Youngstown, Ohio

6 Flint, Michigan Miami-Hialeah, Florida

7 New Orleans, Louisiana Flint, Michigan

8 Charleston, West Virginia Cleveland, Ohio

9 Chattanooga, Tennessee Hartford, Connecticut

10 Louisville, Kentucky Trenton, New Jersey

11 Canton, Ohio Baltimore, Maryland

12 Utica, New York Buffalo, New York

13 Erie, Pennsylvania Harrisburg, Pennsylvania

14 Peoria, Illinois Reading, Pennsylvania

15 Buffalo, New York Augusta, Georgia

16 Davenport, Iowa Bridgeport, Connecticut

17 Chicago, Illinois Providence, Rhode Island

18 Atlanta, Georgia Daytona Beach, Florida

19 Scranton, Pennsylvania Springfield, Massachusetts

20 Birmingham, Alabama New Orleans, Louisiana

Source: The Brookings Institution

Table 13.4
Most-Declining Cities by Population Change and by Urban Decline-Distress Index

    Rank Least-Declining Cities by Population Change Least-Declining Cities by Index Value

1 Lancaster, California Anchorage, Alaska

2 Bakersfield, California Stamford, Connecticut

3 Fresno, California Boise City, Idaho

4 Las Vegas, Nevada Raleigh, North Carolina

5 Modesto, California Lancaster, California

6 Tallahassee, Florida Antioch, California

7 Antioch, California Honolulu, Hawaii

8 Stockton, California Santa Rosa, California

9 Raleigh, North Carolina Las Vegas, Nevada

10 Santa Rosa, California Colorado Springs, Colorado

11 Durham, North Carolina Ann Arbor, Michigan

12 Austin, Texas Appleton, Wisconsin

13 Sacramento, California Lincoln, Nebraska

14 Reno, Nevada Madison, Wisconsin

15 Riverside, California Reno, Nevada

16 Oxnard, California Austin, Texas

17 Colorado Springs, Colorado Eugene, Oregon

18 Anchorage, Alaska Huntsville, Alabama

19 Orlando, Florida San Jose, California

20 Melbourne, Florida Melbourne, Florida

Source: The Brookings Institution

Table 13.5
Least-Declining Cities by Population Change and by Urban Decline-Distress Index
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any other set of independent variables that met the
first criterion.

The drawback of this approach is that influences ex-
erted by the variables initially thought plausible causes
but then removed might have an important bearing
on both the overall R-squared result and the beta val-
ues and t-scores of those variables that remain. This
could distort the results of what might be called the
“best” regression, containing only the remaining sta-
tistically significant independent variables. In order

to check against this possibility, a second “block”
regression approach was also used. This approach
identified all the independent variables that appeared
to have some reasonable probability of acting as
causal factors influencing the dependent variable, then
carried out a regression using all those variables.
Those variables with t-scores above 2.0 were selected
for more intensive analysis, but none of those with
lower t-scores were removed from the regression. This
produced quite a different “final” regression from the
step-wise approach described above. The implications

Simple Correlation With: Simple Correlation With:

Variable Name CHG8090% DECLINDX Variable Name CHG8090% DECLINDX

PCTHISPN  0.363229  0.084013 STATCAPL  0.025457 -0.132705

PCTMINOR -0.050233  0.473330 POVFEMFM -0.387819  0.679683

PCTBLACK -0.428270  0.539534 EXP%POLC  0.250309  0.003070

PCTGRAD (D)  0.338488 -0.848019 %MSAOUTS (S)  0.090418 -0.099377

PCTBACH  0.198570 -0.636185 SPRLSCR6 (S) -0.306033  0.473691

UNEMPLY% (D) -0.066538  0.671956 UAINCRAT  0.508299  0.634670

AGE18T24  0.205941 -0.136619 UAEDGMED -0.117403  0.041406

AGE5TO17  0.037533  0.182651 LOCP100K (S) -0.375833  0.157946

MEDINAGE -0.327201 -0.633378 AFROSEG -0.530732  0.586992

%POVPERS (D) -0.388103  0.745825 HISPNSEG -0.031887  0.410406

FEMFAM% -0.532473  0.838674 MSA8090%  0.756686 -0.390347

MEDINC89  0.465999 -0.633378 MSASUB% 0.447438 -.0218574

INCOV74K  0.283340 -0.484004 MSANPA80  0.002198  0.093059

INCUND5K -0.573473  0.663483 MSACPA80 -0.168046  0.229002

PRE1940% (D) -0.584837  0.649713 MSANSA80 -0.255127  0.104826

PCT1UNIT  0.157022 -0.410795 HS%DRPOT (D) -0.133541  0.576885

PCT5PLUS  0.091339 -0.113566 %CHG9094 (D)  0.616369 -0.596046

PCTVAC90 -0.285731 -0.342828 AREA  0.135968 -0.184510

JANTEMP  0.427348 -0.236600 POPUL80 -0.064832  0.123801

JULYTEMP  0.217580 -0.110001 INPCAP89 (D)  0.267750 -0.601605

EMP10000 -0.310886  0.358433 MSAPOP90 -.090982  0.187765

TAXPCAP -0.197986  0.194132 MSAINC89  0.005479 -0.003598

GOVXPCAP -0.202960  0.250798 CHG8090% (D)  1.000000 -0.573729

REVPCAP -0.212734  0.258724 %MSACENC (S)  0.200218 -0.377712

DRIVALON (S)  0.251574 -0.382966 CITSUBPV (S) -0.384937  0.668233

%CARPOOL (S)  0.051001  0.399088 URBLND90 (S) -0.131639  0.208706

AUTOCOM%  0.267439 -0.298317 DENRATIO (S) -0.304341  0.367143

COMUTMIN  0.030596  0.179057 PRECIPIN -0.518685  0.317336

OUTDEN90 (S)  0.175526  0.066714 VIOCPCAP (D) -0.187762  0.541539

CRIMPCAP -0.044178  0.367468 DENS90 -0.233754  0.503340

AREA%CHG  0.176156 -0.151588
Source: The Brookings Institution

Table 13.6
Correlation of Causal Variables with Percent Change in Central-City Population

(CHG8090%) and The Urban Decline-Distress Index (DECLINDX)
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of this “final” regression were then analyzed to see
whether they differed from those derived from the
“best” step-wise regression.

What Independent Variables
Should Be Used?

In order to determine which other variables might af-
fect urban growth and urban decline-distress, key
variables were identified based on information avail-
able from the 1990 United States Census about each
of these 162 cities. Also used were 36 variables de-
veloped by Paul Jargowsky in his book Poverty and
Place.8  In all, data on 190 variables were compiled
for each of 162 urbanized areas. Then this massive
list was narrowed down to 69 variables that might
have some causal impact upon the two dependent
variables: (1) the extent to which a central city’s popu-
lation rose or fell during the 1980s and (2) the index
of urban decline-distress calculated for each central
city. These 69 variables are set forth in Appendix F.

All of the above variables classified as C (possible
causes) are set forth in Table 13.6 by their abbrevia-
tions. Those underlined, in boldface and italics, are
part of either the sprawl index or the urban decline-
distress index. The table also shows the simple cor-
relation between each of these independent variables
and the two key dependent variables CHG8090% and
DECLINDX. (Most of these correlations are based
upon a set of 139 out of 162 cases, and may differ
fractionally from correlations based upon larger or
smaller case sets.) These variables were used in the
first “block” regression, described below.

Regression Analysis Using
Percentage Change in Population
as the Dependent Variable

Step-Wise Regression Analysis

Regression analyses were carried out using these in-
dependent variables in relation to the dependent vari-
able of the percentage population change from 1980
to 1990 in each major central city within the 162 ur-
banized areas included in this analysis. This proce-

dure was less than perfect in that it was necessary to
use data almost entirely from the year 1990 to “ex-
plain” changes in a variable that took place from 1980
to 1990, because detailed data for 1980—which
would have been methodologically preferable—were
not readily available. Hence the analysis tried to “ex-
plain” what caused something to happen in a given
period by referring to conditions prevailing at the end
of that period, rather than those prevailing at the be-
ginning. However, 1980 levels for most of these in-
dependent variables were not terribly different from
their levels in 1990. Hence it is likely—though not
certain—that use of 1980 data would not have caused
greatly different results.

The “best” final regression emerging from this pro-
cess is set forth in Table 13.7. It contains 23 indepen-
dent variables, all of which have t-scores above 2.0.
Thus, all 23 independent variables are statistically
significant at the .05 level, and 15 are significant at
the .001 level. The adjusted R-squared for this re-
gression is 0.83485486—a relatively high figure.
Most independent variables had signs as predicted
above, but there were several surprising exceptions,
as follows:

• The number of serious crimes per 100,000 resi-
dents had a positive sign, although the simple
correlation of this variable with the dependent
variable was -0.0213.

• The percentage of workers residing in the city
who commute by public transit had a positive
sign and a very high beta value of 0.67—the high-
est of any variable except median income, even
though New York City was omitted from this re-
gression. This was true even though the simple
correlation between this variable and the depen-
dent variable was -0.305. This implies that greater
availability of public transit encourages faster

8 Paul A. Jargowsky, Poverty and Place: Ghettos, Barrios,
and the American City (New York Russell Sage Foundation,
1997), chapter 6 and tables B-1 to B-3.
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population growth, even though most cities with
high transit usage are also older cities and there-
fore more likely to experience decline. (The
simple correlation between this variable and the
percentage of housing units built before 1940 was
0.493.) The statistical significance of this factor
was much lower if the percentage of all workers
residing throughout the urbanized area who used
public transit was substituted for this narrower
measure.

• The percentage of the total city population work-
ing had a negative sign. The simple correlation
between this variable and the dependent variable
was -0.02.

• The percentage of households with 1989 incomes
of $75,000 or more had a negative sign and a
high beta, even though the simple correlation be-
tween this variable and the dependent variable
was 0.3367.

• The percentage of residents receiving public
assistance had a positive sign, although it had a
relatively low beta value, and a simple correla-
tion between this variable and the independent
variable was -0.294.

• Government expenditures per capita had a posi-
tive sign and a relatively high beta value, although
this variable had a simple correlation with the
dependent variable of -0.183. Moreover, govern-

Statistical
Multiple
Regression

Regression Summary for Dependent Variable: CHG8O90%

R= 0.92676587; R-Squared = 0.85889497; Adjusted R-Squared = 0.83485486

F-Statistic(23,135)=35.728; p = <0.0000; Standard Error of estimate: 6.5473

N=159
BETA

Coefficient

Standard
Error of
BETA B Coefficient

Standard
Error of B t-Score (135) p-level

Intercpt -84.2689 23.47607 -3.58957 .000462

PCTMINOR -.437894 .070956 -.3813 .06179 -6.17132 .000000

REVPCAP -.569725 .216663 -.0117 .00444 -2.62954 .009542

CRIMPCAP .131653 .048287 .0005 .00017 2.72645 .007252

PCTBACH .224237 .077628 .4511 .15616 2.88860 .004509

DRIVALON .493141 .106213 .8180 .17618 4.64295 .000008

%CARPOOL .235147 .056281 1.6282 .38971 4.17811 .000052

%PUBTRAN .670300 .125870 1.6280 .30571 5.32534 .000000

COMUTMIN -.29383B .067841 -1.4753 .34062 -4.33131 .000029

WRK%POP -.251201 046395 .4789 .08B45 -5.41434 .000000

INCOV74K -.58LIbb/ .106530 -2.5619 .46662 -5.49034 .000000

PCTSOCSC -.291585 .068301 -.8779 .20564 -4.26912 .000037

PCTPUBAS .327886 .072669 1.1809 .26171 4.51207 .000014

MEDINC89 .738690 .134648 .0022 .00041 5.48607 .000000

INCCHG79 .170801 .062939 .1310 .04827 2.71378 .007520

GOVXPCAP .467038 .205845 .0094 .00416 2.26888 .024862

JANTEMP .437379 .067087 .5388 .08264 6.51954 .000000

JULYTEMP .160857 .052459 .4573 .14913 3.06636 .002618

PRECIPIN -.321388 .043013 -.3725 .04985 -7.47193 .000000

PCTLUNIT -.282100 .071597 -.2779 .07054 -3.94011 .000130

PRE1940% -.321487 .087712 -.2856 .07792 -3.66527 .000354

DENRATIO -.157336 .044091 -2.5409 .71205 -3.56844 .000498

%MSAOUTS .108004 .036896 .1088 .03716 2.92727 .004014

STATCAPL -.078905 .036533 -3.1607 1.46339 -2.15985 .032550
Source: The Brookings Institution

Table 13.7
“Best” Step-Wise Regression of Central-City Population Change, 1980-1990
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ment expenditures per capita had a simple cor-
relation with government revenues per capita of
0.9838, even though the latter variable had a high
beta value and a negative sign.

• The percentage of housing units consisting of
single-family detached units had a negative sign,
even though the simple correlation of this vari-
able with the dependent variable was a positive
0.148. This implies that a city with a variety of
housing types will grow faster than one that con-
tains predominantly single-family detached
dwellings if other things are equal.

Implications of the Step-Wise
Regression of City Population
Change from 1980-1990

The results of this regression and the others carried
out along with it imply the following notable conclu-
sions:

• Older cities were more likely to experience popu-
lation declines than younger ones, based upon
the negative influence of the variable showing
the percentage of housing units built before 1940.

• Citywide crime rates had very little measurable
influence on city population growth. Four dif-
ferent measures of crimes were used: total seri-
ous crimes, total serious violent crimes, serious
crimes per 100,000 residents, and serious vio-
lent crimes per 100,000 residents. None showed
any significant negative statistical relationship to
central-city population changes between 1980
and 1990. In fact, the regression coefficient for
serious crimes per 100,000 residents—the only
one of these crime measures that was statistically
significant—had a positive beta of 0.13 and a t-
score of 2.7.

This finding is not consistent with the widely held
view that many residents move out of central cit-
ies to escape relatively high crime rates there.
The implication that high crime rates have a posi-
tive impact on city growth is surprising: the im-
pact is relatively weak, though statistically sig-
nificant at the .01 level. It is more reasonable to
conclude that crime rates do not notably affect
city growth one way or the other.

One possible explanation of this finding is that
citywide crime rates—the ones used in this re-
gression—are not nearly as important as local
neighborhood crime rates in motivating people
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to leave central cities. It is well known that neigh-
borhood crime rates are much higher in low-in-
come neighborhoods than high-income ones,
other things being equal. People who leave cit-
ies because of high crime rates may be reacting
to crime in or near their neighborhoods, rather
than to citywide rates. This would not show up
in the regression analysis performed herein.

• Southern locations (warmer weather) exerted a
significant positive effect on central-city growth
in the 1980s. Average January temperature in
particular had a beta value of 0.437 and a t-score
of 6.5. Average July temperature also exerted a
positive and statistically significant impact upon
city growth. (July and January temperatures have
a simple correlation of 0.478.) In contrast, rainy
weather apparently had a notable negative influ-
ence on city growth.

•· Neither central-city size and population density
nor suburban size and population density had
much impact on central-city growth rates. This
was true of city size in both 1980 and 1990.

• Level of educational attainment had a positive
impact on city growth rates, as indicated by the
regression coefficient and t-score of the variable
showing the percentage of 1990 residents over
the age of 25 who had received bachelor’s de-
grees. On the other hand, the variables indicat-
ing the percentage who had graduated from high
school and high school drop-out rates had no sta-
tistically significant impact on city growth.

• The percentage of a city’s population receiving
public assistance was positively related to its
population growth rate. Why this was so is not
obvious. It may be that cities with high levels of
public benefits attract immigrants seeking wel-
fare, and that contributes to their population

growth. But that conclusion is certainly not es-
tablished by this analysis.

• Diversity of housing types—as opposed to a
prevalence of single-family detached units—ap-
peared to increase central-city growth rates. This
conclusion implied that a high percentage of
housing units consisting of single-family de-
tached homes had a negative impact on city
growth rates.

• Measures of both local government spending and
local government revenues had significant but
opposite relationships to central-city population
growth rates. Local government revenues per
capita had a very high negative beta of -0.5697,
whereas local government spending per capita
had a positive beta of 0.4670. Yet these two in-
dependent variables have a simple correlation
with each other of 0.9838! Eliminating one or
the other from the regression dropped its adjusted
R-squared by several points. Therefore, both
were left in, in spite of this confusing result. Three
seemingly inconsistent conclusions appear to be
supported by these results: (1) more local gov-
ernment spending improves the quality of local
services and therefore attracts more growth;
(2) higher local revenues put greater burdens on
local taxpayers and therefore reduce growth; and
(3) more spending and higher revenues are
closely associated with each other.

• High percentages of the two major minority
groups were significantly associated with lower
city population growth rates. This finding held
true when using a single independent variable
for all minority groups combined or using sepa-
rate independent variables for percentage Afri-
can American and percentage Hispanic. In the
latter case, the signs of both variables were nega-
tive; their beta values were  -0.3526 and -0.2634,
respectively, and their t-scores were well above
4.4. These findings support the view that white
racial attitudes are still strong factors influenc-
ing metropolitan housing markets. Also, mem-
bers of these two minority groups increasingly
are moving to the suburbs; hence, high fractions
of them in a city may make it vulnerable to popu-
lation losses. Yet the simple correlation of per-
centage Hispanic and percentage population
growth was a positive 0.3438.
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• Measures of local poverty were not significantly
related to central-city growth rates, although
cities with higher median household incomes—
or faster growing median household incomes—
grew faster, all else being equal. Several mea-
sures of city poverty were used in these
regressions, but none were consistently statisti-
cally significant in relationship to city popula-
tion growth. The most prominent was the per-
centage of female-headed households living in
poverty, which had a negative relationship to city
growth. The overall percentage of persons in the
city with incomes below the poverty level was
not significantly related to city growth. Yet the
percentage of households with 1989 incomes of
$75,000 or higher was negatively related to popu-
lation growth, with a notable beta value and a
high t-score. In contrast, the percentage of house-
holds with incomes below $5,000 was not statis-
tically significant.

• The ratio of city resident median income to
fringe-area resident median income had no sig-
nificant impact on city population growth rates.
This finding is not consistent with those of ear-
lier studies showing that cities with residents
whose incomes are similar to the incomes of resi-
dents of their suburbs tend to do better than those
with resident incomes far below the incomes of
suburban residents. The level of fringe-area in-
comes itself was statistically significant at the
0.05 p-level, although its t-score was slightly be-

low 2.0 (so it was not included in the “best” re-
gression, even though its inclusion raised the
overall R-squared fractionally to 0.8383).

• Suburban sprawl within an urbanized area as
measured by the sprawl index computed above
appears to have no significant impact upon the
population growth rate of that area’s central city.
An independent variable consisting of the com-
posite sprawl index for each urbanized area was
substituted in the “best” regression for other
sprawl variables to determine the possible im-
pact of sprawl upon city growth—and therefore
upon city decline as well. This variable had a
beta score of 0.067438 and a t-score of 1.29906.
Its use dropped the overall R-squared to 0.7835.
This indicates that sprawl has neither a sizable
nor a statistically significant effect upon city
population growth or decline.

Further Analysis of the Relationship
between Sprawl and City
Population Change

The final conclusion above concerning sprawl’s lack
of influence on central-city population growth and
decline was tested by trying many combinations of
independent variables, with and without the sprawl
index. Generally, using that index did not improve R-
squares and often reduced them.
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Table 13.8
Impacts of Changes in Sprawl-Indicator Variables upon Urban Decline

If Variable Value
Rises

Variable Definition
BETA
Value

Mean
Value

Sprawl
Becomes

Growth
Becomes

More Sprawl
from this
Variable
Causes

Central-City
Growth to

One Percent
Change in

Mean Value of
the

Independent
Variable

Percentage Impact
on Mean City

Growth Rate of One
Percent Rise in

Independent
Variable Mean

Value

Percentage Changes
in Median Value of

Independent
Variable Needed to

Raise Mean City
Growth Rate of
From 7.56% to

8.56% (by 13.2%)

Absolute Changes
in Median Value of

Independent Variable
Needed to Raise

Mean City Growth
Rate of From 7.56%
to 8.56% (by 13.2%)

DRIVALON Percentage of
resident
commuters who
drive to work
alone

0.487623 70 82 Greater Larger Increase
0.7082

Percent of all
commuters

7.448 1.77
1.26

Percent of all
commuters

%CARPOOL Percentage of
resident
commuters who
go to work in
carpools

0.217685 13 69 Greater Larger Increase
0.1369

Percent of all
commuters

2.713 4.87
0.67

Percent of all
commuters

OUTDEN90 Population
density of
urbanized-area
fringe

0.10039 1848.03 Less Larger Decline
18.48 persons
per sq. mile

0.507 26.04 481.14

DENRATIO Ratio of central-
city density

0099982 217 Greater Larger Increase 0.022 0.465 28.39 0.62

%MSAOUTS Percentage of
total MSA
population
outside of entire
urbanized area

00137788 29.23 Greater Larger Increase 0.289 percent 0.535 24.67
7.21

Percent of MSA
residents

UROLND90 Size of
urbanized area
in square miles

-0.067322 304 16 Greater Smaller Decline 3.042 sq. miles -0.116 -104.37 -317.44 square miles

%MSACENC Percentage of
total MSA
population
residing in its
major central
city

0. 042937 37 28 Less Larger Decline 0.373 percent 0.19 63.72
23.75

percent
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However, the “best” regression already contained
several components of the sprawl index as indepen-
dent variables separate from that index: %MSAOUTS
(the percentage of each metropolitan area’s popula-
tion that lives outside the urbanized area);
DENRATIO (the ratio of the central city’s density to
the urbanized fringe’s density); DRIVALON (the per-
centage of city residents who commute by driving
alone); and %CARPOOL (the percentage of city resi-
dents who commute in car pools). So another way to
analyze the impact of sprawl upon city population
growth is to enter each of the sprawl index’s different
parts into this “best” regression separately and ex-
amine its specific impact. This approach has proved
more fruitful than trying to compute a single sprawl
index from all of these components and test its com-
posite effects.

Therefore, all nine of the component variables used
in computing the sprawl index were entered into the
“best” regression simultaneously. This produces an
R-squared of 0.8308—slightly lower than the R-
squared of the “best” regression above. Repeated
variations showed that several different combinations
of sprawl-related variables and other variables pro-
duce almost identical R-squared results.

Consequently, it is worthwhile quantifying the likely
impacts of changes in sprawl-component variables
upon the percentage change in central-city popula-
tion from 1980 to 1990. Table 13.8 shows the increase
in each of the nine sprawl-related variables required
to raise the average rate of city growth by one per-
centage point—that is, from 7.54 percent to 8.54 per-
cent (an increase of 13.26 percent in that variable).
This calculation is based on the fact that the beta value
of any variable shows the impact of a one-standard-
deviation change in the independent variable upon
one standard deviation of the dependent variable, as-
suming both have values close to their respective
means. This relationship can be converted into the
percentage or absolute change in each independent
variable necessary to produce any given change in
the dependent variable. The second-to-last column
in this table indicates that relatively small percentage
changes in the two automobile commuting variables
could raise a city’s growth rate by the indicated
amount, but only much larger percentage changes in
the other five sprawl-related variables could do so.
The changes in each sprawl-related variable needed
to raise central-city growth rates by one percentage
point are as follows:

• A rise in the fraction of commuters who drive
alone from 70.83 percent to 72.05 percent. This
implies that greater sprawl (more commuters
driving alone) would increase city population
growth, rather than causing greater city popula-
tion decline. Hence this finding is inconsistent
with the hypothesis that greater sprawl aggravates
urban decline.

• A rise in the fraction of commuters who carpool
from 13.69 percent to 14.3 percent. This finding
could mean that greater sprawl (more commut-
ers using automobiles) would increase city popu-
lation growth, rather than causing greater city
population decline. But it could also mean that
more riders per car (less auto usage) would be
associated with faster growth, which means fewer
riders per car would be associated with slower
growth. So the meaning of this result is ambigu-
ous.

• A decline in the ratio of the density of the central
city’s population to the density of the outlying
fringe’s population from 2.15 to 1.76. This find-
ing implies that less sprawl (a lower ratio) would
increase city population growth. Hence it is con-
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sistent with the hypothesis that greater sprawl
aggravates urban decline.

• An increase in the percentage of the metropoli-
tan area’s population living outside the urban-
ized area from 29.06 percent to 38.25 percent.
This finding implies that greater sprawl (a higher
fraction of metropolitan-area residents living fur-
ther out) would increase city population growth.
Hence this finding is also inconsistent with the
hypothesis that greater sprawl aggravates urban
decline.

Surprisingly, the findings concerning two of the four
sprawl-related variables in this “best” regression con-
tradict the hypothesis that greater sprawl aggravates
urban decline (that is, they have the wrong mathemati-
cal sign), and the finding concerning one other vari-
able is ambiguous. Only the findings concerning the
ratio of central-city densities to urbanized-fringe den-
sities support this hypothesis. This outcome is shown
in the eighth column of Table13.8, which indicates
whether greater sprawl in each variable would lessen
or aggravate central-city population declines. This
finding reinforces the earlier conclusion drawn from
analyzing the composite sprawl index. There is no
meaningful statistical evidence that greater subur-

ban sprawl contributes to population decline in cen-
tral cities. In fact, concerning two and possibly three
of these four dimensions of sprawl, greater suburban
sprawl seems to reduce population decline, though
not very powerfully.

The lower half of Table 13.8 analyzes the impacts of
changes in the other five sprawl-related variables on
central-city population growth rates. The impacts of
four of these five variables—OUTDEN90,
CITSUBPV, LOCP100K, and URBLND90—are
consistent with the hypothesis that greater sprawl
contributes to falling population growth rates in cen-
tral cities. But these variables do not have statisti-
cally significant impacts upon central-city growth
rates, so this finding does little to offset the more gen-
eral conclusion stated in the previous paragraph.

Block Regression Analysis

As a check on the reliability of the step-wise regres-
sion described above, a block regression was also
carried out, using the same dependent variable
(CHG8090%). The independent variables were all 60
variables labeled in Table 13.6 as potential causes of
central-city population change or urban decline-dis-
tress. They were all introduced into the regression
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simultaneously, and left in it throughout the analysis.
The results of this regression are shown in Table 13.9.
Because full information on all 60 variables was lack-
ing for some cities, the total number of cases encom-
passed in this analysis was 139. The adjusted R-
squared was 0.8604, somewhat higher than the 0.8400
produced by the “best” step-wise regression. Only
14 of the 60 independent variables had t-scores above
2.0, though two others (GOVXPCAP and
MEDINAGE) had t-scores between 1.95 and 2.0.

The following conclusions can be derived from the
block regression’s results:

• A southern location (warmer weather) is a sig-
nificant stimulus to city population growth
whereas heavy precipitation exerts a notable
negative influence.

• Measures of income and economic status have
conflicting relationships to city population
growth. Higher median incomes and lower per-
centages of households with incomes under
$5,000 are associated with faster growth, as are
higher levels of poverty among individuals and
lower percentages of very high income house-
holds.

• Annexation was responsible for a reasonable
part of city growth in the 1980s. About 54 per-
cent of all the central cities in this group gained
at least 5 percent in population during that de-
cade by adding spatial territory. However, the
beta value of the variable AREA%CHG is only
.096—almost the same as the .092 in the step-
wise regression analyzed previously. Thirty-three
other independent variables (out of 59) have
higher beta values.

• Physical size, 1980 population size, and popu-
lation density had relatively little impact on cen-
tral-city growth rates in the 1980s. These three
variables had very low beta values and low t-
scores.

• Citywide crime rates had almost no effect on
central-city growth rates. The beta values and t-
scores of both serious crimes per capita and vio-
lent crimes per capita were very low, and had
positive signs rather than the predicted negative
signs. Removing both of them from the regres-
sion only reduced the overall adjusted R-squared
from 0.86044 to 0.84877. However, using just

VIOCPCAP to measure crime’s effects actually
raised the overall R-squared slightly to
0.86217696. This indicates that violent crimes
probably have more impact than property crimes
on household movement behavior.

• Education levels of residents had very little im-
pact on central-city growth rates. The three vari-
ables PCTBACH, PCTGRAD, and HS%DRPOT
had relatively low beta values, and the last two
had low t-scores.

• Among transportation variables, only
%PUBTRAN was significant, and it had a posi-
tive impact on city growth rates rather than the
expected negative effect. Public transit usage is
not highly correlated with city area or 1980 city
population, but it is with city population density.
It also has a high negative correlation with driv-
ing alone to work. Commuting time in minutes
also had little impact on city population growth
rates.

• Tight labor markets seem to inhibit central-city
growth rates. The higher the percentage of city
residents employed, the lower the growth rate.
And the higher the percentage of city workers
unemployed, the higher the growth rate—though
this conclusion is much less reliable, judging
from its lower t-score. This seems to indicate that
cities with ample labor supplies attract jobs, and
those where labor markets are tight discourage
potential firms from moving or staying there.

• Older cities grow more slowly, but those with
higher fractions of apartments grow faster.

• Higher city revenues per capita discourage
population growth, but larger government
spending per capita encourages it. The former
relationship appears to be statistically stronger
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Regression Summary for Dependent Variable: CHG8090%

R = 0.95975005   R-squared = 0.92112016   Adjusted R-Squared = 0.86044336

F-Statistic (60,78) = 15.181   p-level<0.00000   Standard Error of estimate: 5.6705Statistical
Multiple Regression

N=139
BETA

Coefficient
Standard

Error of BETA B Coefficient
Standard

Error of B t-Score (78) p-level
Intercept 44.1735 89.41791 .49401 .622607
ARFA .033500 - 079152 .0043 .01017 .4.2323 .673290
POPUL80 -.086649 .154386 -.0000 .00001 -.5912.5 576238
DENS90 .093703 .115584 .0006 .00069 .81069 .420013
PCTBLACK -.069207 .240305 -.0622 .21583 -.28800 .774113
PCTHISPN -.190371 137104 -.2176 .15670 -1.38852 .168932
PCTMINOR -.156766 .203620 -.1314 17067 -.76989 .443689
EMP10000 .023068 .083996 .0036 .01310 .27463 .784326
PEVPCAP -.825486 .301868 -.0168 .00615 -2.73459 .007727
TAXPCAP .090545 .125882 .0034 .00479 .71929 .474115
CRIMPAP .014069 .103188 .0000 .00037 .13654 .891746
VIOCPCAP .015551 .106504 .0003 .00185 .14602 .884284
PCTGRAD -.179180 .175198 -.3510 .34325 -1.02273 .309598
PCTEACH .185481 .120387 .3661 .23764 1.54070 .127436
DRIVALON .340355 .220062 .5344 .34550 1.54663 .126000
%CARPOOL .038373 .089576 .2684 .62657 .42838 .669554
%PUBTRAN .595780 .217712 1.3589 .49653 2.73655 .007685
COMUTMIN -.087983 .123698 -.4291 .60334 -.71127 .479037
WRK%POP -.354619 .070684 -.6520 .12997 -5.01694 .000003
UNEMPLY% .016096 .084020 .2024 .53456 .19157 .848577
INCUNDSK -.258297 .145741 -1.2310 .69461 -1.77230 080250
INCOV74K -.707911 .273013 -3.4469 1.19436 -2.88599 .005054
MEDINC89 .976724 .339896 .0030 .00105 2.87160 .005227
INPCAP89 .179209 .242919 .0011 .00150 .73773 .462893
POVFEMFM -.223631 .137677 -.4.0851 .25148 -1.62432 .108342
FEMFAM% .048664 .215120 .1056 .46678 .22622 .821624
%POVPERS .702644 .234749 1.9634 .65597 2.99317 .003697
CITSUBPV .127896 .117996 1.7984 1.65919 1.08391 .281746
GOVXPCAP .465282 .237843 .0094 .00481 1.95626 .054015
EXP%POLC -.091281 .076595 -.2921 .24506 -1.19173 .236981
EXP%HGWY .062215 .046476 .1958 .15254 1.28336 .203165
JANTEMP .331382 .116335 .3993 .14017 2.84851 .005614
JULYTEMP .206463 .071222 .5740 .19802 2.89889 .004861
PRECIPIN -.266568 .085154 -.3041 .09715 -3.13040 .002457
PCTVAC90 -.069798 .079533 -.3159 .35997 87760 .382858
PCT1UNIT -.069561 .105830 -.0651 .09902 -.65729 .512932
PCT5PLUS .190554 .092172 .3439 .16635 2.06738 .042015
PRE1940% -.309539 .144231 -.2685 .12509 2.1'4614 .034971
URBLND90 -.134199 .156344 -.0064 .00749 -.65836 .393326
OUTDEN90 .027946 .094118 .0005 .00164 .29692 .767316
DENRATIO -.158451 .067916 -2.5271 1.08316 2.33305 .022224
MSAPOP90 -044217 .198839 .0000 .00000 .22238 .824602
%MSAOUTS .085857 .066319 .0891 .06880 1.29461 .199276
%MSACENC -.090198 .086718 -.0625 .07933 -1.04014 .301490
AGE5TO17 -.155455 .181080 -.9729 1.13327 -.85849 .393254
AGEI8T24 -.285173 .206858 -1.1830 .85809 -1.37859 .171962
MEDINAGE, -.320931 .162348 -2.2492 1.13780 -1.97682 .051597
STATCAPL -.022497 .047819 -.8669 1.84270 -.47046 .639340
IJAEDGMED .081278 .185101 .0002 .00042 .43910 .661804
UAINCRAT -.105742 .150883 -6.1873 8.82871 -.70082 .485502
AFROSEG -.024420 .072733 -3,0462 9.07312 -.33574 .737967
HISPNSEG .061050 .063300 .0224 .02319 .96446 .337795
LOCP100K -.104030 .067261 -.2513 .16243 -1.54689 125938
MSAINC89 -.191263 .158253 -.0006 .00046 -1.20859 .230473
MSASUB% .101218 058663 .0747 .04329 1.72483 .088518
MSANPA80 .144292 .119834 51.3819 42.67220 1.20411 .232190
MSACPA80 -.275994 .121350 -46.8767 20.61089 -2.27437 .025692
MSANSA80 -.092558 .076889 -23.3730 19.41628 -1.20378 .232314
SUB%PV90 -.045785 .113735 -.1296 .32189 -.40255 .688377
HS%DRPOT -.065992 .07589a -.2227 .25617 -.86948 .387251
AREA%CHG .096445 .044907 .0354 .01649 2.14768 .034844

Source: The Brookings Institution

Table 13.9
Block Regression of Central-City Population Change, 1980-1990
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than the latter. And these results are puzzling,
because higher revenues per capita are 98 per-
cent correlated with higher government spend-
ing per capita.

• Cities where high percentages of the MSA’s poor
residents live in concentrated-poverty neighbor-
hoods grow more slowly than those where this
condition is not as strongly present. This find-
ing concerning the variable MSACPA80 indi-
cates that concentrated poverty does indeed have
a negative impact on city growth—or a positive
impact on decline. This finding confirms one of
the central hypotheses of this study.

• Racial and ethnic composition and racial seg-
regation seem to have little impact upon cen-
tral-city population growth or decline. Five vari-
ables in this regression measure aspects of these
conditions, and only one has a t-score above 1.0.
All five also have relatively low beta values. If
all five are removed from the regression, the ad-
justed R-squared drops from .086044 to 0.82006.

• Only one of the nine sprawl-related variables—
DENRATIO—has a statistically significant ef-
fect upon city population growth or decline. Six
of the nine have the appropriate mathematical
signs (indicating that greater sprawl implies
slower city growth), but three do not. They are
CITSUBPV, URBLND90, and %MSAOUTS.
When all nine are removed from the regression,
the R-squared declines from 0.86044 to
0.834431. If the sprawl index is substituted for
these nine variables, the R-squared becomes
0.831698 and its t-score is only -0.47405. Thus,
the sprawl index itself has almost no impact upon
the regression results, though it has the correct
mathematical sign. Even DENRATIO has a rela-
tively low beta value (-0.158451); 12 of the other
13 variables with t-scores over 2.0 have higher
beta values.

Analysis of the two sets of conclusions, drawn from
the two different regressions, leads to the following
general conclusions:

• The two regressions have very similar implica-
tions with respect to the effects change of crime
rates (no effects), city age (negative), southern
locations (warm weather) (positive), precipita-
tion (negative), poverty and wealth measures
(mixed), city area and population (no effects),

government revenues and spending (mixed), and
diversity of housing types (positive) on central-
city ratio of population changes.

• The “best” step-wise regression implies stron-
ger causal roles for education levels (positive),
minority race and ethnic composition (negative),
and solo commuter driving (positive) on rates
of city population change. None of these vari-
ables appear significant in the block regression.

• Both regressions indicate that suburban sprawl
and sprawl-related variables have very little
impact on central-city population growth or de-
cline.

In conclusion, using the block regression approach
rather than the reverse step-wise approach does not
notably change the results of using the reverse step-
wise approach.

Regression Analysis Using the
Urban Decline-Distress Index as the
Dependent Variable

Regression analyses were also carried out using the
independent variables listed earlier in relation to the
dependent variable of the urban decline-distress in-
dex for each major central city within each of 162
urbanized areas included in this analysis. This proce-
dure, too, was handicapped by having to rely mostly
on data from the year 1990 to “explain” changes that
occurred in a variable from 1980 to 1990, because
detailed data for 1980—which would have been meth-
odologically preferable—were not readily available.
In addition, these regressions could not use as inde-
pendent variables any of the nine specific factors en-
compassed within the urban decline-distress index
itself. Doing so would put the same variables on both
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sides of the regression equation, thereby creating
falsely high R-squared results. This limitation ex-
cluded many key variables normally thought to be
causes of urban decline, such as crime rates, poverty
rates, high fractions of older housing in the city, mea-
sures of educational attainment, and so on. There-
fore, the regressions seeking to “explain” the urban
decline-distress index were limited to other factors,
though some of these were quite highly correlated
with variables used in creating that index. (For ex-
ample, the variable FEMFAM% measures the per-
centage of households in a city that are headed by
females with no male head present; it has a 0.69 cor-
relation with the variable %POVPERS—the percent-

age of city residents with 1989 incomes below the
poverty line—which is a component of the urban de-
cline-distress index. As discussed below, FEMFAM%
is an important independent variable used in regres-
sions employing the index as the dependent variable.)

Using a Step-Wise Regression to
Analyze the Urban Decline-Distress
Index

An initial regression was run using all of the earlier-
described independent variables, plus several oth-
ers—but excluding the nine components of the urban
decline-distress index—as a single block of indepen-
dent variables against that index. The initial results
were altered by removing those independent variables
with low betas and t-scores from the set of indepen-
dent variables and rerunning the regression. This pro-
cess was repeated until it generated a remaining set
of independent variables, all of which had t-scores
above 2.0.

The “best” final regression emerging from this pro-
cess is set forth in Table 13.10. It contains 12 inde-
pendent variables, all of which have t-scores above
2.0. Thus, all 12 independent variables are statisti-

Table 13.10
“Best” Step-Wise Regression of Urban Decline-Distress Index
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Regression Summary for Dependent Variable: DECLINDX

R = 0. 95484692   R-squared = 0. 91173264   Adjusted R-Squared = 0. 00422052

F-Statistic(12,141) = 121.37    p-level < 0.00000   Standard Error of estimate: 3.5216Statistical
Multiple
Regression

N=139
BETA

Coefficient

Standard
Error of
BETA B Coefficient

Standard
Error of B t- score (78) p-level

Intercpt 54.51626 5.354931 10.18057 .000000

DENS90 .105997 .037497 .00040 .000140 2.82661 .005365

PCTHISPN .208603 .030372 .17120 .024926 6.86939 .000000

PCTBACH -.246688 .034452 -.35202 .049122 -7.16622 .000000

INCUND5K .245864 .042075 .86439 .147925 5.84342 .000000

FEMFAM% .337523 .055857 .52428 .086764 6.04266 .000000

CITSUBPV 142858 .039516 1.43361 .396610 3.61516 .000417

JULYTEMP -.183742 .034173 -.37634 .069992 -5.37686 .000000

PCTVAC90 .120165 .036442 .40143 .121744 3.29737 .001235

PCT5PLUS -.095428 .035729 -.11860 .044404 -2.67087 .008455

%MSACENC -.070745 .030778 -.04642 .020196 -2.29852 .023002

AFROSEG .074842 .034B24 6.86071 3.192260 2.14917 .033328

LOCP100K .074277 .029270 .12071 .047567 2.53766 .012247

Source: The Brookings Institution
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cally significant at the .05 level, and six are signifi-
cant at the .001 level. The adjusted R-squared for this
regression is 0.9042—a very high figure. All but one
of the independent variables had signs as predicted
earlier; the one surprise was that the percentage of
housing units in buildings with five or more units was
negatively related to the severity of a city’s decline
or distress. This implies that the higher the propor-
tion of rental apartments in a city in large structures,
the lower its urban decline or distress – the opposite
of what might be expected.

To extend the analysis, the “best” regression was
supplemented with respect to the urban decline-dis-
tress index by adding the other six sprawl-related
variables not included in the original list and running
a second regression with all nine such variables. This
regression has an R-squared slightly higher than the
“best” regression above (0.90552 vs. 0.90422), but
10 of its 18 variables have T-scores less than 2.0 –
including seven of the nine sprawl-related variables
(all but CITSUBPV and LOCP100K). However, all
nine sprawl-related variables have mathematical
signs consistent with the hypothesis that greater
sprawl would contribute to more urban decline and
distress. This regression is also presented on Table
13.10. This provides further evidence that this hy-

pothesis is fundamentally correct, though it is rather
weak substantiation.

Regression Analysis of the Urban
Decline-Distress Index

Step-Wise Regression Analysis

Results of the above step-wise regression and others
carried out along with it imply the following notable
conclusions:

• Race and ethnicity are important influences on
urban decline-distress. The higher the percent-
age of Hispanics in a city’s population, the greater
its index of decline-distress, all else being equal.
If either PCTMINOR or PCTBLACK is substi-
tuted for PCTHISPN in this regression, ethnic
factors remain significant but the overall R-
squared falls by several points. Also, the greater
the index of spatial separation between African
Americans and whites in the metropolitan area
as a whole, the greater the central city’s index of
decline-distress. The latter variable had a much
smaller beta value than the first, and a smaller t-
score.
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• Increases in the overall suburban sprawl index
have a positive and statistically significant im-
pact on the urban decline-distress index. If the
variable SPRLSCR6—the final version of the
sprawl index—is substituted for the three sprawl-
related variables in the above regression, that
variable is statistically significant with a t-score
of 3.64 and a beta value of 0.118795. The over-
all R-squared of the regression declines from
0.90422 to 0.871816, and two other variables—
AFROSEG and PCT5PLUS—become statisti-
cally insignificant at the .05 p-level. (Their re-
moval reduces the overall R-squared further.)
This implies that cities with higher sprawl indi-
ces are likely to exhibit more urban decline-dis-
tress. However, this overall impact of suburban
sprawl can be broken down further, as discussed
below.

• The greater the intensity of three measures of
suburban sprawl in an urbanized area or met-
ropolitan area, the greater the urban decline or
distress of its central city. The “best” regression
set forth above contains three measures of sub-
urban sprawl as independent variables:

CITSUBPV (the ratio of central-city poverty to
suburban poverty), %MSACENC (the percent-
age of the metropolitan area’s population resid-
ing in its central city), and LOCP100K (the num-
ber of local governments with zoning power per
100,000 residents in the metropolitan area). All
three are statistically significant and have the
correct signs indicating that greater sprawl (as
indicated by these variables) contributes to
greater urban decline or distress.

Other specific sprawl-related variables have no
significant impact on the urban decline-distress
index. These include DRIVALON,
%CARPOOL, %MSAOUTS, URBLND90,
OUTDEN90, and DENRATIO. When individual
variables measuring these attributes of suburban
sprawl are included in this regression, they nei-
ther raise its overall R-squared notably or show
any statistically significant contribution to it. This
implies that the three attributes of suburban
sprawl included in the “best” regression, rather
than all sprawl’s attributes combined or any of
its other attributes individually, form the real
linkages between suburban sprawl and urban
decline-distress.

• The particular suburban-sprawl-related vari-
ables affecting urban decline–distress are those
that could be considered most closely linked to
exclusionary zoning against low-income hous-
ing by local governments in metropolitan sub-
urbs. One is the number of local governments
with zoning powers per 100,000 metropolitan-
area residents—the measure of governmental
fragmentation. The other is the ratio of the per-
centage of poor residents in the central city to
the same percentage in the metropolitan area’s
suburbs. The higher this ratio, the greater the dis-
parity in percentage poverty populations between
these two subareas. That disparity is likely to rise
if suburban governments engage in exclusion-
ary zoning against low-income households, or
suburban markets engage in racial segregation
against African American households—since the
latter have lower average incomes than whites.
Therefore, the existence of high ratios of this type
can be taken as de facto evidence of past exclu-
sionary zoning. Admittedly, other factors could
be contributing to these high ratios; therefore,
this evidence is not conclusive, only suggestive.
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• The higher the education level of a city’s popu-
lation, the lower the city’s propensity to decline
or distress. True, this conclusion is based on only
one variable—CTBACH, the percentage of city
residents over 24 years old with bachelor’s de-
grees. But that variable has a relatively high beta
score and a very high t-score. This finding partly
reflects inclusion of two other educational vari-
ables in the decline-distress index itself: the per-
centage of those over 24 years old who are high
school graduates, and the percentage of those 16
to 19 neither in school nor working (hence high
school dropouts). The former variable has a cor-
relation with PCTBACH of 0.734, so this con-
clusion must be considered not very strongly sup-
ported by this regression result.

• Urban decline-distress is more likely to result in
the emptying out of inner-city neighborhoods
than their overcrowding. This is shown by the
positive sign on PCTVAC90—the percentage of
city housing units vacant in 1990. This result
occurs partly because the index of decline-dis-
tress contains two variables based on population
changes within each city, and both of them count
falling population as causing more decline or
distress.

• Southern locations (warmer weather) tend to re-
duce urban decline-distress. This may reflect the
fact that the nation’s fastest-growing cities are in
the South, Southwest, and West, where July tem-
peratures are higher than in the Midwest and the
Northeast, on the average.

• High density within cities tends to increase ur-
ban decline-distress. This result may also reflect
regional factors, since the cities with the highest
density tend to be in the oldest parts of the na-
tion—the Northeast and Midwest. Newer cities

in the South and West were built mostly after the
advent of the automobile; so they have more and
broader streets and lower housing density pat-
terns.

• Larger percentages of relatively low income
households (INCUND5K) and higher percent-
ages of female-headed families (FEMFAM%) are
positively associated with higher urban decline-
distress index scores and both are statistically
significant. (These two variables also have a 0.70
correlation with each other.) Moreover,
FEMFAM% has the highest beta value of any
statistically significant variable, and INCUND5K
has the third highest. This result stems partly from
the high correlations of both these variables with
key components of the index itself, especially
%POVPERS. Thus, central cities with relatively
poor populations are more likely to exhibit
urban decline or distress than those with eco-
nomically better-off populations. This is
hardly surprising.

• City government fiscal behavior—revenue rais-
ing, taxing, employment, and spending—seems
to have little impact on a city’s urban decline-
distress index. None of the variables concerning
such behavior (EMP10000, REVPCAP,
TAXPCAP, and GOVXPCAP) is statistically sig-
nificant, so none has survived into the final “best”
regression. Only the number of local govern-
ments in the metropolitan area per 100,000 per-
sons is statistically significant. But that variable
reflects the underlying institutional structure of
the area’s governments more than their fiscal
behavior.

Table 13.8 has been constructed to show the specific
impacts of each sprawl-related variable upon the ur-
ban decline-distress index, as was done earlier with
respect to the impacts of these variables on central-
city population growth rates. True, the urban decline-
distress index is itself a composite based upon nine
other variables, not a direct descriptor of some clearly
identifiable condition. Therefore, index changes are
not easily interpreted in any meaningful way. Never-
theless, this table is useful in showing the strength of
the impacts that sprawl-related variables have upon
the urban decline-distress index. The changes in the
means of sprawl-related variables necessary to pro-
duce a rise in the mean urban decline-distress index
by the arbitrarily chosen amount of three percentage
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points (from 48.965 percent to 51.965 percent—a rise
of 6.15 percent), are as follows:

• A rise in the mean ratio of poor city residents to
poor suburban residents from 2.24 to 4.31 (an
increase in that ratio of 92.6 percent).

• A decline in the mean percentage of metropoli-
tan-area residents living in the central city from
36.88 percent to -27.42 percent—which is clearly
impossible. In other words, no possible change
in this variable could increase the urban decline-
distress index by three percentage points. And
only an increase in this percentage to almost 100
percent of all residents living in the central city
would decrease the urban decline-distress index
by three percentage points.

• A rise in the mean number of local governments
with zoning-power within the metropolitan area
from 8.13 to 32.85 (an increase in that number
of 304.06 percent).

These findings clearly show that relative and abso-
lute changes in these three statistically significant
sprawl-related variables would have to be immense
in order to produce any notable change in the urban
decline-distress index. Parallel findings emerge from
a similar analysis of the other six sprawl-related vari-
ables, as shown on Table 13.8. But some of the other
nonsprawl-related variables in the “best” regression—
those with the highest beta values—also have very
low leverage impacts on this index, as revealed by a
similar analysis concerning them. Thus, in order to
raise the urban decline-distress index by three per-
centage points while all other things remain the same,
the following changes would have to occur in other
variables.

• The mean percentage of central-city residents
who are Hispanic would have to rise from 10.473

percent to 27.963 percent (an increase of 167.03
percent).

• The mean percentage of central-city households
headed by females with no adult male present
would have to rise from 24.156 percent to 29.866
percent (an increase of 23.65 percent). This rise
appears at least plausible, if not probable.

• The residential density of the central city would
have to rise from a mean of 4,070 persons per
square mile to 11,617 persons per square mile
(an increase of 185.4 percent). This change is at
least conceivable, since a few American cities
do have densities above 11,000 persons per
square mile. The percentage of central-city
households with incomes under $5,000 per year
would have to rise from a mean of 8.348 percent
to 11.80 percent (an increase of 41.51 percent).
This change is probably the most plausible of
any discussed in this section.

The foregoing analysis shows that although three
sprawl-related variables have statistically significant
relationships to the urban decline-distress index, none
of them have a very powerful mathematical influence
upon that index compared to other, nonsprawl fac-
tors. In other words, although increases in suburban
sprawl undoubtedly aggravate urban decline and dis-
tress, they do not do so very strongly.

Another way to illustrate this point is to use the mean
values of all the variables in the “best” regression to
“predict” the resultant urban decline-distress index.
Each mean value is multiplied by its B-weight to ob-
tain a B-weighted value, and the sum of those values,
plus the intercept, equals the predicted index value.
This procedure is shown in Table 13.11, which indi-
cates that the predicted index value is 48.652—the
mean value for the index. Subtracting the intercept of
54.516 shows that the B-weighted values of all the
independent variables sum to -5.865 algebraically, but
in absolute terms (disregarding minus signs) to
76.083. The three sprawl-related variables contrib-
ute only 5.921 of that total, or 7.78 percent. In other
words, the three sprawl-related variables combined
exert, on the average, less than 8 percent of the influ-
ence on the urban decline-distress index within this
regression. In fact, simultaneously changing the val-
ues of each of these three variables by 10 percent in
the directions that would increase sprawl, while leav-
ing all other variable values the same, and calculat-
ing another predicted index value only raises the lat-
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ter from 48.562 to 49.244, or by 1.22 percent! This is
also shown in Table 13.11. In contrast, raising the
variable FEMFAM% by just 10 percent increases the
predicted index value by 2.6 percent, and lowering
the variable JULYTEMP by just 10 percent increases
that index by 5.89 percent. If all the variables in this
regression are simultaneously changed by 10 percent,
each in the direction that would raise the index the
most, the overall index rises by 15.6 percent.

Using a Block Regression to
Analyze the Urban Decline-Distress
Index

As a check on the reliability of the step-wise regres-
sion described above, a block regression was con-
ducted, using the same dependent variable
(DECLINDX). The 60 variables in Table 13.6 were
used as potential causes of central-city population
change or urban decline-distress. They were used as
independent variables—excluding the seven variables
used to calculate the urban decline-distress index it-
self. These 53 variables were introduced into the re-
gression simultaneously; they were left in it through-

out the analysis. The results of this regression are
shown in Table 13.12. Because full information on
all 53 variables for all 162 cities was lacking, the to-
tal number of cases encompassed in this analysis was
139. The adjusted R-squared was 0.9458, notably
higher than the 0.9042 produced by the “best” step-
wise regression. Only 15 of the 60 independent vari-
ables had t-scores above 2.0.

An adjusted R-squared of 0.945 is extremely high
for any regression analysis in the social sciences. A
major reason for the high R-squared is that several of
the independent variables remaining in this regres-
sion, after all the variables used to compute the urban
decline-distress index have been eliminated, are
highly correlated with those component variables. For
example, VIOCPCAP (violent crimes per 100,000
residents) is an element in computing the urban de-
cline-distress index. This variable has a positive cor-
relation of 0.802 with CRIMPCAP (serious crimes
per 100,000 residents), which is in this block regres-
sion. Similarly, INPCAP89 (income per capita in
1989) is an element in this index; it has a positive
correlation of 0.879 with INCOV74K (percent of
households with 1989 incomes $75,000 and over),
which is in this regression. And %POVPERS (per-
cent of residents with 1989 incomes below the pov-
erty level) is part of computing the index; it has posi-
tive correlations of 0.850 and 0.831 with INCUND5K
and POVFEMFM respectively. Both of the latter are
in this regression. Consequently, it could be argued
that several key elements of the urban decline-dis-
tress index in effect appear on both sides of this re-
gression, which would help explain why it has such a
high adjusted R-squared.

However, if these highly correlated independent vari-
ables were eliminated from the regression, it would
be transformed from a block regression into a form
of reverse step-wise regression. Instead, the analysis
focused on the correlations between (1) the nine vari-
ables on which the urban decline-distress index was
based, and (2) the 15 independent variables that are
statistically significant in the block regression using
the index as the dependent variable (that is, these 15
variables have t-scores above 2.0). This analysis in-
dicates that four of the 15 statistically significant in-
dependent variables are so highly correlated with
components of the index (they have correlations of
above 0.70) that conclusions concerning their impor-
tance in causing urban decline should be viewed with
great caution. These four independent variables are
CRIMPCAP, PCTBACH, MEDINC89, and
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Table 13.11
Predicting Urban Decline-Distress Index from Assumed Values of Independent Variables

Based upon “Best” Step-Wise Regression

Original "Best" Regression

Variable B-Weight Value B-Weight Times Value

DENS90 0.000397 4,070,059 1,615.8

PCTHISPN 0.171200 10,473 1,793.0

PCTBACH -0.352018 21,581 -7,596.9

INCUND5K 0.864389 8,348 7,215.9

FEMFAM% 0.524284 24,156 12,664.6

CITSUBPV 1.433812 2,247 3,221.8

JULYTEMP -0.376339 76,088 -28,634.9

PCTVAC90 0.401434 8,806 3,535.0

PCT5PLUS -0.118597 25,446 -3,017.8

%MSACENC -0.046422 37,147 -1,724.4

AFROSEG 6.860713 596 4,089.0

LOCPLOOK 0.120709 8,073 974.5

Intercept 54,516.3

Predicted Value of Urban Decline-Distress Index 48,651.8
(identical with the Mean Value of that Index)

Values of Sprawl-Related Variables Changed to
Increase Their Sprawl-Raising Effects by 10 Percent

Variable B-Weight Value B-Weight Times Value

DENS90 0.000397 4,070,059 1,615.8

PCTHISPN 0.171200 10,473 1,793.0

PCTBACH -0.352018 21,581 -7,596.9

INCUND5K 0.864389 8,348 7,215.9

FEMFAM% 0.524284 24,156 12,664.6

CITSUBPV 1.433812 2,472 3,544.0

JULYTEMP -0.376339 76,088 -28,634.9

PCTVAC90 0.401434 8,806 3,535.0

PCT5PLUS -0.118597 25,446 -3,017.8

%MSACENC -0.046422 33,432 -1,552.0

AFROSEG 6.860713 596 4,089.0

LOCP100K 0.120709 8,880 1,071.9

Intercept 54,516.3

Predicted Value of Urban Decline-Distress Index 49,243.9

Absolute Difference in Predicted Values 592.1
Difference as Percent of Original "Best" Prediction 1.2170
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Regression Summary for Dependent Variable: DECLINDX

R= 0.98309567    R-Squared = 0.96647711     Adjusted-R Squared = 0.94581765

F-Stistic (53,86) = 46.781 p-level = <.0.00000  Standard Error of estimate = 2.6986Statistical
Multiple Regression

N=140 BETA
Standard

Error of BETA B Coefficient
Standard

Error of B t-Score (78) p-level

Intercept 43.2543 27.24557 1.58757 .116053
AREA .061450 .045602 .0058 .00433 1.34753 .181349
POPUL80 -.212866 .088019 -.0000 .00000 -2.41841 .017698
DENS90 .063204 .066828 .0003 .00029 .94577 .346916
PCTBLACK -.263323 .126904 -.1751 .08438 2.07499 .040976
PCTHISPN -.020896 .075195 -.0177 .06357 -.27789 .781765
PCTMINOR .236440 .107831 .1466 .06687 2.19269 .031030
EMP10000 .021974 .047630 .0025 .00549 .46134 .645721
REVPCAP .044480 .166368 .0007 .00250 .26736 .789831
TAXPCAP .066801 .071346 .0019 .00201 .93629 .351745
CRIMPCAP .114777 .038406 .0003 .00010 2.98852 .003654
PCTBACH -.194692 .056110 -.2843 .08194 -3.46984 .000816
DRIVALON .001779 .118460 .0021 .13768 .01502 .988051
%CARPOOL .041440 .050703 .2145 .26241 .81730 .416013
%PU13TRAN -.233530 .127943 -.3934 .21552 -1.82526 .071433
COMUTMIN .158193 .072297 .5698 .26042 2.18811 031374
WRK%POP -.027431 .040748 -.0367 .05458 -.67319 502631
INCUND5K -.041775 .080597 .1472 .28390 -.51833 .605562
INCOV74K .133421 .092!0!)4 .4305 .30003 1.43473 .154990
MEDINC89 -.418909 .162727 -.0010 .00037 -2.57431 .011756
POVFEMFM -.020705 .069599 -.0279 .09385 -.29748 .766814
FEMFAM% .295854 .114590 .4737 .18348 2.58185 .011520
CITSUBPV .103632 .065179 1.0749 .67607 1.58996 .115513
GOVXPCAP -.087762 .137505 -.0013 .00205 -.63824 .525011
EXP%POLC -.005444 .043194 -.0129 .10229 -.12603 .900006
EXP%HGWY -.030215 .029249 -.0702 .06799 -1.03304 .304483
JANTEMP -.190085 .067002 -.1688 .05950 -2.83700 .005678
JULYTEMP -.141523 .039667 -.2901 .08131 -3.56776 .000591
PRECIPIN .124631 .046155 .1040 .03852 2.70029 .008342
PCTVAC90 .096630 .043391 .3230 .14504 2.22695 .028563
PCTLUNIT .009326 .059847 .0065 .04145 .15583 .876528
PCT5PLUS -.106146 .049815 -.1418 .06657 -2.13082 .035959
URBLND90 -.021527 .092511 -.0008 .00328 -.23270 .816549
OUTDEN90 .061619 .053609 .0009 .00077 1.14940 .253578
DENRATIO .092299 .040479 1.0897 .47790 2.28020 .025069
MSAPOP90 .243757 .114937 .0000 .00000 2.12080 .036818
%MSAOUTS -.004386 .038865 -.0034 .02976 -.11285 .910409
%MSACENC -.063538 .048820 -.0430 .03303 -1.30149 .196567
AGE5TO17 .033977 .079987 .1574 .37064 .42478 .672058
AGE18T24 .064615 .076638 .1975 .23426 .84312 .401498
MEDINAGE .045073 .083013 .2319 .42705 .54296 .588559
STATCAPL -.031081 .026908 .8859 .76700 -1.15509 .251255
UAEDGMED -.082453 .110884 -.0001 .00019 -.74360 .459145
UAINCRAT .067987 .091846 2.9437 3.97672 .74023 .461174
AFROSEG .067294 .040592 6.1912 3.73455 1.65783 .100996
HISPNSEG .032495 .037303 .0088 .01005 .87110 .386126
LOCP100K .062782 .038041 .1122 .06796 1.65038 .102512
MSAINC89 .140575 .093721 .0003 .00020 1.49993 .137294
MSASUB%- -.022452 .034388 -.0123 .01876.1 -.65291 .515554
MSANPA80 -.084359 .067146 -22,2369 17,699651 -1,25635 212393
MSACPA80 .125499 .070445 15.7648 8.84902 1.78153 .078357
MSANSA80 -.003893 .045393 -.7184 8.37752 -.08575 .931862
SUB%PV90 .121514 .064615 .2519 .13396 1.88059 .063413
AREA%CHG -.023266 .026632 -.0063 .00723 -.87364 .384749
Source: The Brookings Institution

Table 13.12
Variables in Regression on City Population Change, 1980 to 1990
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FEMFAM%. The other 11 statistically significant
variables do not suffer from this limitation; hence
conclusions about their causal roles can be viewed as
more reliable.

Block Regression Analysis

The results of the above block regression and others
carried out with it imply the following notable con-
clusions:

• The influence of race and ethnicity upon the ur-
ban decline-distress index is ambiguous. Higher
percentages of black or Hispanic residents are
associated with less decline, but higher percent-
ages of all minority groups combined are associ-
ated with more decline. The influence of His-
panics has a low t-score, but the other two ethnic
influences have similar t-scores above 2.0 and
similar beta values—but with opposite signs.
Greater overall residential segregation of Afri-
can Americans at the metropolitan level
(AFROSEG) is weakly associated with greater

urban decline, but that is not statistically signifi-
cant. No clear conclusion emerges.

• Only one of the nine measures of suburban sprawl
(DENRATIO) has a statistically significant rela-
tionship to the urban decline-distress index, and
it has a relatively low beta value. Six of the nine
sprawl-measuring variables have mathematical
signs consistent with the hypothesis that greater
sprawl is associated with greater urban decline-
distress. But three of those variables
(URBLND90, OUTDEN90, and %MSAOUTS)
have mathematical signs that are inconsistent with
that hypothesis. The signs, beta values, and t-
scores of all nine of these variables in this re-
gression are shown in Table 13.13 (variables with
signs not consistent with this hypothesis are
shown in boldface).

A striking thing about the data in Table 13.13 is
that the beta values of all nine sprawl-related vari-
ables are extremely low—only one (CITSUBPV)
is above 0.093. This means that all sprawl-re-
lated conditions—even including those that are
not statistically significant—have relatively little
influence upon the urban decline-distress index.

Substituting SPRLSCR6 for all nine of the above
sprawl-related variables in the block regression
drops the overall adjusted R-squared slightly
from 0.9458 to 0.9426. But SPRLSCR6 then has
a beta value of only 0.047805 and a t-score of
1.29222. Thus, the sprawl index has the correct
sign for supporting this paper’s basic hypothesis
(more sprawl causes greater urban decline), but

Table 13.13
Statistics of the Key Variables Influencing Urban Decline-Distress Index
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Sprawl-Related
Variable

Mathematical Sign Beta  Coefficient t-Score Relation to Basic
Hypothesis

DRIVALON + 0.001779 0.01502 Consistent

CAR POOL + 0.041440 0.81730 Consistent

CITSUBPV + 0.10362 1.58996 Consistent

URBLND90 - -0.02157 -0.23270 Inconsistent

OUTDEN90 + 0.061619 1.14940 Inconsistent
DENRATIO + 0.092299 2.28020 Consistent

%MSAOUTS - -0.004386 -0.11285 Inconsistent
%MSACENC - -0.063538 -1.30149 Consistent

LOCP100K + 0.062782 1.65038 Consistent

Source: The Brookings Institution
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it is not statistically significant and has very little
influence on the urban decline-distress index.

• The higher the education level of a city’s popu-
lation, the lower the city’s propensity to decline
or distress. As noted earlier, this conclusion is
based on only one variable, and must be consid-
ered not very strongly supported by this regres-
sion result.

• Urban decline-distress is more likely to result in
the emptying out of inner-city neighborhoods
than their overcrowding. This is shown by the
positive sign on the statistically significant vari-
able PCTVAC90—the percentage of city hous-
ing units vacant in 1990.

• Southern locations (warmer weather) are asso-
ciated with lower decline index scores, but higher
precipitation tends to increase decline. This
partly reflects the fact that the nation’s fastest-
growing cities are in the South, Southwest, and
West, where January and July temperatures are
higher than in the Midwest and the Northeast,
on the average.

• In 1990 relatively large cities suffered from less
urban decline than those that were smaller, but
this conclusion may be unreliable. This finding
is based on the negative sign of the statistically
significant variable POPUL80. However, there
is also a positive sign on the statistically signifi-
cant variable COMUTMIN, which has a 0.6196
correlation with POPUL80. This would indicate
that larger cities, which have longer average com-
muting times, would have higher urban decline-
distress index scores. Moreover, the central cit-
ies in relatively large metropolitan areas
experienced more urban decline than those in
relatively smaller areas, based on the variable
MSAPOP90. In addition, this variable has a very
high correlation (0.943) with POPUL80. These
data tend to reduce the reliability of the conclu-
sion that larger cities experience less decline than
smaller ones.

• Cities with higher percentages of housing units
in structures containing five or more units and
higher vacancy rates tend to experience more
decline than those with lower statistics in these
areas. This may result from the fact that most
units in structures with five or more units are
rental units, and occupants of rental units are, on
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average, poorer than homeowners. This view is
strengthened by the vacancy rate finding, since
vacancy rates are almost always higher in rental
housing than ownership housing.

• Cities with relatively low income levels
(MEDINC89) and high percentages of female-
headed households (FEMFAM%) tend to have
higher urban decline-distress indexes than those
with higher income levels. The variable

MEDINC89 has a very high negative beta value
and a t-score of -2.57; the variable FEMFAM%
also has a relatively high positive beta value and
a t-score of 2.58. The income aspects of this con-
clusion are somewhat confirmed by the negative
beta value of INCUND5K and the positive beta
value of INCOV74K, though neither of these
variables is statistically significant.

Twenty-two independent variables have t-scores over 2.0 in at least one of these two regressions; they are all shown
below. All t-scores over 2.0 and the beta values associated with them are shown in boldface. Five independent
variables have t-scores over 2.0 in both regressions; they are marked with asterisks. These five variables significant in
both regressions have very similar beta values in both. Among the 12 variables that are found in both of these two
regressions, 10 have the same mathematical sign in both.  Only PCTHISPN and INCUND5K have different signs.
Seventeen independent variables have a t-score above 2.0 in one regression but not in the other; ten of these are found
only in one regression; seven are in both. Only two variables have signs opposite those predicted for the regression in
which they have t-scores over 2.0; they are in bold and italics (POPUL80 and PCTBLACK).

Block Regression,

53 Initial Independent Variables; 15 Are
Significant;   N = 140;

Adjusted R-Squared = 0.94582

"Best" Step-Wise Regression,

12 Final Significant Independent
Variables; N = 154;

Adjusted R-Squared = 0.90422

Independent Variable
Names,

All 22 With t-Scores
Over 2.0 in At Least One
Regression Beta Coefficient t-Score Beta Coefficient t-Score

POPUL80 -0.212866 -2.41841 xxxxxxx xxxxxx
DENS90 0.063204 0.94577 0.105997 2.82681

PCTBLACK -0.263323 -2.07499 xxxxxxx xxxxxx
PCTHISPN -0.020896 -0.27789 0.208603 6.86839
PCTMINOR 0.236640 2.19269 xxxxxxx xxxxxx
CRIMPCAP 0.114777 2.98852 xxxxxxx xxxxxx
PCTBACH* -0.194692 -3.46984 -0.24688 -7.16622
COMUTMIN 0.158193 2.18811 xxxxxxx xxxxxx
rNC@5K -0.041775 -0.51833 0.245964 5.84342
MEDINC89 -0.418090 -2.57431 xxxxxxx xxxxxx
FEMFAM%* 0.295854 2.58185 0.337523 6.04266
CITSUBPV 0.103632 1.58996 0.142858 3.61516
JANTEMP -0.190085 -2.83700 xxxxxxx xxxxxx
JULYTEMP* -0.141523 -3.56776 -0.183742 -5.37688
PRECIPIN 0.124631 2.70029 xxxxxxx xxxxxx
PCTVAC90* 0.096630 2.22695 0.120165 3.29737
PCT5PLUS* -0.106146 -2.13082 -0.095428 -2.67087
DENRATIO 0.09229 2.28020 xxxxxxx xxxxxx
MSAPOP90 0.243757 2.12080 xxxxxxx xxxxxx
%MSACENC -0.063538 -1.30149 -0.070745 -2.29852
AFROSEG 0.067294 1.65783 0.074842 2.14917
LOCPIOOK 0.062782 1.65038 0.74277 2.53766

Source: The Brookings Institution

Table 13.14
Comparison of Full Block Regression and “Best” Step-Wise Regression for

Dependent Variable = DECLINDX for All Independent Variables with t-Scores above 2.0
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• City government revenue raising, taxing, em-
ployment per capita, and spending seem to have
very little influence on a city’s urban decline-
distress index. The beta values of REVPCAP,
TAXPCAP, EMP10000, and GOVXPCAP are
all quite low—all below 0.09 (in absolute terms).
None of these variables has a t-score as high as
1.0. The mathematical signs indicate that more
taxing, revenue, and employees per capita in-
crease the index of decline-distress, whereas
more government spending per capita reduces
this index. But none of these variables are statis-
tically significant.

Comparing Results of the Step-Wise
and Block Regressions

Table 13.14 compares the 15 statistically significant
independent variables produced by the block regres-
sion with the 12 such variables produced by the “best”
step-wise regression. Altogether, 22 different inde-
pendent variables had t-scores of 2.0 or higher in at
least one of these regressions, and five had such scores
in both regressions. Most of those five have quite simi-
lar beta values in both regressions. Among the 12
variables found in both regressions, 10 have the same
mathematical signs in both. Only two variables have
mathematical signs opposite those predicted in the
earlier table of variables. Examination of this table,
plus analysis of the two sets of conclusions drawn
above from the two different regressions, leads to the
following conclusions (in these findings, a positive
impact of an independent variable means higher val-
ues of that variable are associated with greater urban
decline and distress):

• The two regressions have similar implications
with respect to the effects on central-city urban
decline-distress index scores of southern loca-
tion (negative), high fractions of poverty and
relatively low incomes among residents (strongly
positive), high fractions of female-headed fami-
lies (strongly positive), higher resident educa-
tion levels (negative), city population size (nega-
tive but unreliable), city density (slightly
positive), city government revenues and spend-
ing (no effects), and high vacancy rates and di-
versity of housing types (positive).

• The impacts of ethnic factors on urban decline-
distress index scores differ in the two regressions.
In the “best” step-wise regression, the percent-
age of Hispanic city residents has a strong posi-

tive impact upon such scores, and the degree of
residential segregation of African American resi-
dents in the entire metropolitan area has a weak
positive effect. In the block regression, the city’s
percentage of African American residents has a
strong negative impact, and its percentage of
Hispanic residents has a weak negative impact,
but its overall percentage of minority residents
has a strong positive impact. Taken together, these
results are ambiguous and inconclusive.

• The step-wise regression indicates that three
specific sprawl-related variables have some im-
pact on the urban decline-distress index consis-
tent with the hypothesis that greater sprawl leads
to greater decline. They are CITSUBPV,
%MSACENC, and LOCP100K. However, the
quantitative influence of these variables upon
the index is very small. The latter finding is con-
sistent with the block regression’s finding that
only one sprawl-related variable (DENRATIO)
has a statistically significant impact upon the
index, and none have any large influence on its
value.

• Crime rates had a moderately positive impact
on urban decline-distress index scores in the
block regression, but no influence in the step-
wise regression.

STATISTICAL ANALYSIS BASED
ON VARIABLES USED IN THE
REMAINDER OF THE STUDY

The statistical analysis in the previous section con-
cluded that suburban sprawl in itself has not been a
major cause of urban decline. However, that analysis
did not make use of the same definitions and empiri-
cal measures of sprawl used in most of the remainder
of this study. The analysis in this section will deter-
mine, insofar as possible, whether using the same defi-
nitions and measures of sprawl employed in the rest
of this study would lead to conclusions consistent with
the conclusion of the previous section.

Measures of Urban Decline and
Distress

The study uses individual counties and Economic
Areas consisting of groups of counties as its basic
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statistical building blocks. In the analysis of the pre-
vious section, data on a large set of variables related
to counties and EAs were assembled and will be used
in this analysis as well. The following variables can
be considered as possible measures of urban decline
or distress whenever their values are high compared
with the averages of all areas in the study (symbols
for each used in the regression analysis are shown
following its description):

%BELOPOV Percent of all families in an EA
below the poverty line in 1990

%FAMFEM Percentage of all families in an EA
headed by females in 1990

%HSPRE39 Percentage of all 1990 housing units
in an EA built before 1939

UNEMPL% Unemployment rate in 1990
COSTLIVE An index of cost of living based upon

1990 county data
%VACHOUS Percentage of all 1990 housing units

that were vacant
VIOLCRIM 1995 rate of violent crimes per

100,000 county residents
PUBWELEX Local government public welfare

expenditures, 1995 to 1996

The following variables can be considered as pos-
sible measures of urban decline or distress whenever
their values are low compared with the averages for
all areas in the study:

%CHCCHSH Percentage change in the number of
households from 1980 to 1990 in
central cities in the EAs

WEALTH An index of wealth based upon 1989
personal incomes and types of
personal income

MEDINC89 Median household income in 1989
GRADDEGR Percent of 1990 residents 25 years

and older with a graduate degree

MDHOUS$ Median 1990 value of owner-
occupied housing

Single Variables as Measures of
Urban Decline and Distress

For much of the analysis in this section, a single vari-
able—percent change in households from 1980 to
1990 in central cities in the EA (%CHCCHSH)—is
used as the primary measure of urban decline and
distress. In essence, that variable measures the popu-

lation growth rate of each central city in the 1980s.
Cities that lost households are considered to be in
decline; cities that gained households are not consid-
ered to be in decline. This will be the principal de-
pendent variable in regressions used to analyze ur-
ban decline and distress. Other possible measures of
central-city urban decline and distress will be con-
sidered independent conditions that may contribute
to low levels of the main dependent variable.

There is one significant drawback to using
%CHCCHSH as the main measure of urban decline
and distress: its value is heavily influenced by changes
in the territorial extent of the central cities during the
decade (%CHCCTER). If the cities expanded in area
through annexation from 1980 to 1990, the percent-
age change in their household population would tend
to increase without necessarily reflecting any alter-
ation in other conditions within those cities. Of the
172 EAs covered by this study, 22 had no data avail-
able on territorial changes, 25 declined in size, 11
remained the same size, and 114—or 66 percent—
increased in size. In fact, percentage changes in the
number of central-city households from 1980 to 1990
in the Economic Areas studied have a 92 percent

C
ou

rt
es

y 
of

 G
. L

ow
en

st
ei

n



417

simple correlation with percentage changes in the ter-
ritory occupied by those cities.

Therefore, using %CHCCTER (the percentage
change in central-city territory) as an independent
variable in regressions where %CHCCHSH (the per-
centage central-city household change from 1980 to
1990) is the dependent variable skews the results be-
cause the close correlation strongly dominates the re-
gression. For example, in a regression with the 16
independent variables described above and
%CHCCHSH as the dependent variable, the adjusted
R-squared is only 0.0448, though two variables have
t-scores above 2.0. However, if %CHCCTER is added
into the regression as another independent variable,
the adjusted R-squared jumps to 0.8649. A possible
method of avoiding this problem is discussed later in
this chapter.

Measures of Suburban Sprawl

The following variables can be considered as pos-
sible measures of suburban sprawl:

%SPRINEA Population in counties designated by
this study as sprawl counties as a
percentage of total EA population (A
relatively high value indicates more
sprawl)

DRIVALON Percentage of commuters driving
alone in 1990 (A relatively high value
indicates more sprawl)

EADENS 1990 density of population (persons
per square mile) in the EA  (A
relatively low value indicates more
sprawl)

EAAREA Total land area (square miles) in the
EA (A relatively large area might be
associated with more sprawl)

%SPRINEA will be used as the principal measure of
suburban sprawl.

Simple Correlations among the
Variables

The principal measure of urban decline and distress—
%CHCCHSH—has low simple correlations with all
of the variables described above. The highest such
correlation (-0.2155) is with percentage of housing
units vacant in 1990 (%VACHOUS). This implies that
higher degrees of vacancy in 1990 were weak symp-
toms of low household growth rate in the 1980s, all
else being equal.

The principal measure of sprawl—%SPRINEA—also
has low simple correlations with all of the other vari-
ables. Its direct correlation with %CHCCHSH is only
-0.1616. This implies that a higher percentage of to-
tal EA population in sprawl counties is weakly asso-
ciated with a lower percentage of central-city house-
hold change from 1980 to 1990. That result is
consistent with the hypothesis that sprawl contributes
to urban decline and distress, since lower central-city
growth (or even decline) is associated with increased
sprawl.

In fact, the principal sprawl measure (%SPRINEA)
has low simple correlations with nearly all the pos-
sible measures of urban decline and distress. Table
13.15 indicates whether each variable has the sign
that would be consistent with the basic hypothesis
that greater urban decline is associated with more
sprawl. Also included in the table below the gray bar
are %SPRINEA’s simple correlations with the other
three variables identified as possible indicators of
sprawl. Thus, judging from simple correlations alone,
the evidence supporting the hypothesis that sprawl
aggravates urban decline and distress is quite weak.
The signs of eight of the 12 urban distress-decline
variables shown in Table 13.15 are inconsistent with
this hypothesis, and the correlations of those that are
consistent with it are low.

Also of interest is the fact that the three other sprawl-
related variables—DRIVALON, EADENS, and
EAAREA—have low simple correlations with the
principal measure of sprawl—%SPRINEA. Their
mathematical signs are consistent with expectations,
but the values of the correlations show very little di-
rect connection between any of these proposed traits
of sprawl and the overall sprawl measure. Simple
correlations do not account for the influence of more
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than one variable at a time; therefore, more complex
multiple regressions are needed to arrive at more con-
vincing conclusions about the plausibility of the hy-
pothesis and the other relationships discussed above.

Multiple Regressions with
Percentage Change of Central-City
Household as the Measure of Urban
Decline and Distress

To more thoroughly test that sprawl aggravates ur-
ban decline and distress, several multiple regressions
were run using %CHCCHSH (the percentage change
in central-city households from 1980 to 1990 within
each EA) as the dependent variable. The first regres-
sion contained the 29 variables for which data were
available from the 172 EAs studied and that seemed
likely to exert influence upon the dependent variable.
The 27 independent variables are among those listed
in Table 13.16. This regression yielded an adjusted
R-squared of 0.8666, but only four of the 29 vari-
ables had t-scores of 2.0 or higher. These were as
follows:

• The percentage change in households from 1980
to 1990 in the entire area (%HSH8090)

• A measure of air pollution based upon ozone
readings (AIRQUAL)

• The unemployment rate in 1990 (UNEMPLY%)

• The percentage change in the territorial extent
of the central cities in the EA from 1980 to 1990
(%CHCCTER)

Three of these variables (%HSH8090, AIRQUAL,
and %CHCCTER) had mathematical signs consistent
with a priori judgments about how each variable
would affect central-city growth. The mathematical
sign for UNEMPLY%, was inconsistent: it indicated
that higher unemployment rates were associated with
faster central-city growth.

As noted earlier, the high R-squared of this regres-
sion was heavily dependent upon the influence of just
one variable—%CHCCTER. If that variable is re-
moved from the regression, the R-squared falls from
0.8666 to 0.1089, though the number of other vari-
ables with t-scores over 2.0 rises from three to five.

To further refine the analysis, the regression with the
higher R-squared was modified by gradually remov-
ing variables with t-scores less than 2.0. This resulted
in a regression containing %CHCCTER and five other

Table 13.15
Correlation of the Causal Variables with the

Principal Measure of Suburban Sprawl (%SPRINEA)

Variable
Simple Correlation with

%SPRINEA Expected Sign
Is Sign Consistent with or

Inconsistent with Hypothesis?

%CHCCHSH -0.161597 Negative Consistent

VIOLCRIM 0.240146 Positive Inconsistent

WEALTH -0.065815 Positive Inconsistent

GRADDEGR 0.103700 Negative Inconsistent

COSTLIVE -0.260669 Negative Consistent

MEDINC89 0.023743 Negative Inconsistent

%FAMFEM -0.041643 Positive Inconsistent

%BELOPOV -0.019887 Positive Inconsistent

%VACHOUS 0.087036 Positive Consistent

%HSPRE39 -0.298497 Positive Inconsistent

MDHOUS$ 0.057255 Negative Inconsistent

UNEMPLY% 0.078341 Positive Consistent

DRIVALON 0.081786 Positive Consistent

EADENS -0.078759 Negative Consistent

EAAREA 0.049514 Positive Consistent

Source: The Brookings Institution
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Table 13.16
Variables Used In Regression on

Percentage Change In Central-City Households, 1980-1990

independent variables with t-scores over 2.0, and an
adjusted R-squared of 0.8672. The six independent
variables are shown in Table 13.17.

The mathematical signs of COSTLIVE and
UNEMPLY% are inconsistent with a priori expecta-
tions. Both a higher cost of living and a high unem-
ployment rate are negative features, but they are as-
sociated with a faster rate of central-city growth in
this regression. The remaining four independent vari-
ables have signs consistent with expectations about
their impact upon the rate of change in the number of
central-city households. Clearly, the percentage
change in city territory is the dominant variable, with
a Beta of 0.9258—which is eight times higher than
that of the second highest variable, UNEMPLY%.

If the variable measuring sprawl—%SPRINEA—is
added to the above regression, the overall adjusted
R-squared rises slightly from 0.8672 to 0.8694. The
t-score of %SPRINEA is -1.9264, so it almost quali-
fies as a statistically significant factor; however, its
Beta is a small number (-0.05875). The SPRINEA
variable’s B-coefficient of -1.21 implies that a 10
percent increase in an EA’s average percentage of
residents living in sprawl counties (a gain of 1.423
percent from 14.123 percent to 15.500 percent) would
be associated with a 1.71 percentage point fall (1.423
times -1.21) in the average percentage change in the
number of central-city households (from 13.63 per-
cent to 11.93 percent, which is a 12.50 percent drop).
Thus, there seems to be a negative relationship be-
tween the percentage of an EA’s population living in

Symbol for
Variable Meaning of Variable

Symbol for
Variable Meaning of Variable

%HSH8O90 Percent change in households,
1980 to 1990

MDHOUSS Median value of owner-occupied
housing units, 1989

%EMP8090 Percent change in employment,
1980 to 1990

DRIVALON Percent of commuters who drove to
work alone, 1990

QUALLIFE Index of the quality of life UNEMPL% Percent of labor force unemployed
in 1990

VIOLCRIM Violent Crimes per 100,000 people
in 1995

%CHCCTER Percent change in territory of central
cities, 1980 to 1990

PUBWELEX Local government public welfare
spending, 1995-96

%SPINEA Percent of Economic Area residents
in sprawl counties

WEALTH Index of wealth based on personal
income flows

%HSPRI&39 Percent of all 1990 housing units
built before 1939

GRADDEGR Percent of residents 25 and over
with graduate degreees, 1990

COASTLIN Equals 1.0 if county is within 100
miles of coastline; otherwise, zero

INCOMTAX Annual income tax rate vs.
personal income

%BELOPOV Percent of residents with incomes
below poverty level, 1989

AIRQUAL Highest C02 parts per million in
any 8-hr. period, 1999

%FAMFEM Percent of all households headed by
a single woman

RAINFALL Annual rainfall in inches %VACHOUS Percent of all housing units vacant
in 1990

SUNSHINE Percent of sunny days out of all
days in each year

%SFDETA Percent of all housing units
consisting of single family detached
homes

HEATINDX Heat degree days, based on days
under 65 degrees

MEDINC89 Median household income in 1989

COSTLIVE Ratio of household income to
median home values

%POP5-17 Percent of population aged 5 to 17

HAZWASTE Number of hazardous waste sites

STUTEARA Ratio of students to teachers in
local schools

Source: The Brookings Institution
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sprawl counties and the percentage rate of change
in the number of households in its central cities. The
higher the percentage of residents living in sprawl
counties, the lower the growth rate in the number of
central-city households. This relationship is not sta-
tistically significant at the .05 level—though it is close
to being so.

Another approach to estimating the influence of
sprawl-related traits upon urban decline also used
%CHCCHSH as the dependent variable but deliber-
ately omitted the territorial change variable,
%CHCCTER. This approach began with as many
variables as could be included from the available set
and eliminated them one at a time until the adjusted
R-squared was no longer raised. The result was a
maximum adjusted R-squared of 0.2077 from 18 in-
dependent variables, though only 10 had t-scores
larger than 2.0. Only two of the 18 independent vari-
ables are sprawl related. %DRIVALON (the percent-
age of commuters who drove to work alone) has a t-
score of only 1.515; it is not statistically significant.
%SPRINEA (the percentage of each EA’s population
in counties scored as sprawl counties) has a t-score
of -2.097; it is significant at the 0.05 level. Its B-co-
efficient had a value of -3.5, implying that a change
of one percentage point in an EA’s average percent-
age of population residing in sprawl counties would
produce a decline of 3.5 percentage points in the av-
erage percentage change in the number of central-
city households from 1980 to 1990. That is, if the
average percentage of the EA’s population living in
sprawl counties rose from 14.12 percent to 15.12
percent—a gain of 7.00 percent in that variable’s av-
erage value—there would be a drop in the 1980 to
1990 percentage change in the number of central-city

households within that EA from 13.79 percent to
10.29 percent—a decrease of 25.40 percent in that
variable’s value. This conclusion seems to imply that
the percentage of an EA’s population living in coun-
ties experiencing sprawl had a significant impact on
the percentage change in the number of households
living in its central cities during the period 1980 to
1990. However, the overall influence of all the vari-
ables included in the regression that produced this
conclusion was relatively small, since its adjusted R-
squared was only 0.2077.

How Is Sprawl Defined?

Whether the conclusion stated above implies that
sprawl in some way causes or aggravates urban dis-
tress or decline depends, in part, on how the counties
are designated as sprawling counties or nonsprawling
counties. This designation process is described in
chapter four. A county can be designated as sprawl-
ing for either of two time periods: 1980 to 2000, or
2000 to 2025. No county is designated as sprawling
in either period if it is classified as an urban or urban

Table 13.17
Multiple Regressions Using the Percentage Change in Central-City Households

from 1980 to 1990 within Each EA (%CHCCHSH) as the Dependent Variable
for All Independent Variables with T-Scores Above 2.0

Variable
Beta

Coefficient
Standard

Error of Beta B Coefficient
Standard

Error of B
t-score

(165 cases) p-level

Intercept  39.26 145.217  .27036 0.787220

%HSH8090  0.073837 0.035696  1848.00 893.414  2.06847 0.040156

AIRQUAL -0.062870 0.030815 -2439.23 1195.560 -2.04024 0.042921

COSTLIVE 0.088411 0.038201  27.21 11.756  2.31437 0.021880

%VACHOUS -0.087310 0.030330  -4.06 1.410 -2.87870 0.004522

UNEMPLY%  0.158387 0.031612  21.57 4.304  5.01041 0.000001

%CHCCTER  0.925830 0.028858  0.87 0.027 32.08275 0.000000

Source: The Brookings Institution
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center county. Those classifications are based upon
density—that is, the number of households per square
mile—and vary with groups of states of different den-
sities. This latter designation process is described in
chapter two. Since the average household contains
about 2.65 persons, these standards are equivalent to
counties with populations of greater than 225 per-
sons per square mile in very low density states to
populations of greater than 1,855 persons per square
mile in high density states. One hundred of the nation’s
3,091 counties have been placed in the two urban
categories.

Other counties can be classified as undeveloped
(2,083 counties), rural and rural center (689 coun-
ties), or suburban (219 counties). In these 2,991 non-
urban counties, sprawl is defined by this study as
relatively rapid population or employment growth in
undeveloped places. A county is considered to be
experiencing sprawl if (1) its growth rate is in the top
quarter of its EA’s annual household and employment
growth; (2) its growth rate exceeds the average an-
nual county growth rate (which was 1.36 percent from
1980 to 2000); and (3) the county’s absolute level of
growth exceeds 40 percent of the average absolute
county growth (which was 357 households per year
from 1980 to 2000), or (4) the county’s absolute level
of growth exceeds 160 percent of the average annual
absolute county growth (which was 411 households
per year from 1980 to 2000).

Table 13.18 shows that 742 counties were classified
as sprawl counties. Of these, the 134 counties were
classified as growing sprawl counties; that is, they
did not experience sprawl, as defined above, from
1980 to 2000, but they will do so during the period
2000 to 2025. The 431 counties labeled sustaining
sprawl counties experienced sprawl during the pe-
riod 1980 to 2000 and will continue to do so during
the period 2000 to 2025. The 177 decreasing sprawl
counties experienced sprawl during the period 1980
to 2000 but will not continue to do so during the pe-
riod 2000 to 2025. Hence 608 counties were experi-
encing sprawl during the period 1980 to 1990. The
total population of these counties grew by 23.0 per-
cent during the period, reaching 68.7 million in 1990
(27.6 percent of the nation’s total population). In con-
trast, 2,249 counties (outside of urban and urban cen-
ter counties) were labeled nonsprawl counties. Since
the 134 growing sprawl counties were also actually
in the nonsprawl category during the period 1980 to
1990, the total 1990 population of the counties that
did not experience sprawl in the 1980s (excluding

those in urban and urban center counties) was 99.0
million (39.7 percent of the nation’s total population);
these counties experienced a 3.5 percent growth in
population during the period 1980 to 1990. The re-
maining 81.6 million residents of the nation in 1990
(32.7 percent of the total) lived in urban and urban
center counties, the population of which grew by 8.7
percent during the 1980s. Clearly, counties that were
defined as experiencing sprawl had much higher popu-
lation growth rates during the 1980s than did those
defined as nonsprawl.

Multiple Regressions with the Ratio
of City Change in Households to
Change in Territory as the Measure
of Urban Decline and Distress

As noted earlier, multiple regressions using
%CHCCHSH (percentage change in central-city
households from 1980 to 1990) as the dependent vari-
able measuring urban distress or decline have rela-
tively low adjusted R-squared ratings—unless they
contain the independent variable %CHCCTER (per-
centage change in central-city territory from 1980 to
1990). Since the variables %CHCCHSH and
%CHCCTER have a simple correlation of more than
92 percent, including %CHCCTER in a regression
using %CHCCHSH as the dependent variable pro-
duces very high adjusted R-squareds. However, that
does not help illuminate the causal roles of other fac-
tors—including those related to sprawl.

In order to avoid this problem, a composite measure
of urban population growth and decline was also de-
veloped by combining %CHCCHSH and
%CHCCTER. This composite variable was computed
for each EA by dividing %CHCCHSH by
%CHCCTER. The composite variable is referred to
as the KEYRATIO.
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Table 13.18
Demographics of Counties by County Development Type and by Sprawl Category:

1980-1990

Population

County Type Count Count 1980 1990
Percent
Change

Total Area
(Sq.mi.)

Overall
Density

Average
Density

ALL SPRAWL COUNTIES OF ALL TYPES
Undeveloped 2,083 271 10,888,253 13,338,370 22.50 928,254 14.4 44.03
Rural 643 327 28,905,001 34,486,213 19.31 233,835 147.5 161.13
Rural Center 46 20 2,348,144 2,686,305 14.40 38,032 70.6 120.16
Suburban 219 124 25,069,004 30,059,541 19.91 107,778 278.9 379.04

Total 2,991 742 67,210,402 80,570,429 19.88 1,307,899 61.6 153.67

SUSTAINING SPRAWL COUNTIES
Undeveloped 2,083 124 6,321,595 8,233,432 30.24 715,909 11.5 43.61
Rural 643 223 21,114,034 26,262,063 24.38 173,612 151.3 172.50
Rural Center 46 8 1,122,769 1,354,925 20.68 26,087 51.9 65.54
Suburban 219 76 11,779,867 14,802,368 25.66 63,186 234.3 311.30

Total 2,991 431 40,338,265 50,652,788 25.57 978,794 51.8 157.91

GROWING SPRAWL COUNTIES
Undeveloped 2,083 67 2,075,913 2,211,762 6.54 116,414 19.0 36.81
Rural 643 39 3,754,819 3,696,228 -1.56 24,994 147.9 142.42

Rural Center 46 6 653,462 701,787 7.40 $7,409 94.7 140.42
Suburban 219 22 4,884,135 5,258,478 7.66 17,695 297.2 447.53

Total 2,991 134 11,368,329 11,868,255 4.40 166,513 71.28 139.62

DECREASING SPRAWL COUNTIES
Undeveloped 2,083 80 2,490,745 2,893,176 16.16 95,931 30.2 50.73
Rural 643 65 4,036,148 4,527,922 12.18 35,228 128.5 133.36
Rural Center 46 6 571,913 629,593 10.09 4,536 138.8 172.73
Suburban 219 26 8,405,002 9,998,695 18.96 26,897 371.7 519.10

Total 2,991 177 15,503,808 18,049,386 16.42 162,592 111.0 154.01

NONSPRAWL COUNTIES (NOT IN URBAN OR URBAN CENTER AREAS)
Undeveloped 2,083 1,812 30,827,245 30,644,031 -0.59 1,872,048 16.4
Rural 643 316 18,073,779 17,958,489 -0.64 164,730 109.0
Rural Center 46 26 3,804,038 4,001,162 5.18 75,905 52.7
Suburban 219 95 31,591,158 34,510,199 9.24 66,096 522.1

Total 2,991 2,249 84,296,220 87,113,881 3.34 2,178,779 40.0

URBAN AND URBAN CENTER COUNTIES
Urban 71 71 44,292,808 49,853,920 12.56 39,357 1,266.70 1,669.49
Urban Center 29 29 30,746,375 31,733,510 3.21 9,383 3,382.20 8,847.96

Total 100 100 75,039,183 81,587,430 8.73 48,740 1,673.94 3,751.25

ALL COUNTIES
Undeveloped 2,083 2,083 41,715,498 43,982,401 5.43 2,800,302 15.71 28.80
Rural 643 643 46,978,780 52,444,702 11.63 398,565 131.58 139.08

Rural Center 46 46 6,152,182 6,687,467 8.70 113,937 58.69 124.86
Suburban 219 219 56,660,162 64,569,740 13.96 173,875 371.36 486.91
Urban 71 71 44,292,808 49,853,920 12.56 39,357 1,266.70 1,669.49
Urban Center 29 29 30,746,375 31,733,510 3.21 9,383 3,382.20 8,847.96

Total 3,091 3,091 226,545,805 249,271,740 10.03 3,535,419 70.51 206.06



423

If an EA’s KEYRATIO is more than 1.0, then the
number of households in the EA’s central cities grew
faster in percentage terms from 1980 to 1990 than
the spatial territory of those cities. This means the
average household density of the central cities in-
creased. An increase in the average household den-
sity would imply that those cities did not suffer from
urban decline—according to this population-based
measure. If an EA’s KEYRATIO is less than 1.0, then
the number of households within its central cities grew
more slowly in percentage terms from 1980 to 1990
than the spatial territory of those cities. This means
the average household density of the central cities
decreased. A decrease in average household density
would imply that those cities did suffer from urban
decline—according to this population-based measure.
Twenty-two of the 172 EAs covered by this study
had no data on central-city territorial change from
1980 to 1990. Data from the remaining areas showed
the following: in 25 EAs, central cities declined in
territory; in 11 EAs, there was no change in central-
city territory; and in 114 EAs, central cities’ territory
expanded. Therefore, a KEYRATIO of less than 1.0
for an Economic Area usually implies that its central
cities either actually lost households or would have
lost households if their total area had not increased.
This variable will be used as an alternative measure

of urban growth or decline in regressions attempting
to relate such growth or decline to suburban sprawl.

Twenty-two of the 172 EAs used in this study had no
data on territorial change, and one additional area,
Honolulu, was the same as its central city, therefore,
the KEYRATIO variable could only be meaningfully
computed for 149 of the 172 EAs. KEYRATIO had a
value of less than 1.0 in 83 areas, a value of exactly
1.0 in 2 areas, and values of more than 1.0 in 64 ar-
eas. Thus, by this measure, central cities in more than
half of all the Economic Areas for which relevant data
were available would be considered to have experi-
enced urban distress or decline from 1980 to 1990.

Unfortunately, attempts to create a meaningful regres-
sion with KEYRATIO as the dependent measure of
urban decline and distress were not successful. The
first attempt included 26 variables from the available
data set as independent variables, since it seemed that
each of the 26 might have some influence on central-
city growth. However, the resulting adjusted R-
squared was -0.0756, and none of the 26 variables
had a t-score of more than 1.56. Subsequent attempts
to raise the R-squared of the regression by removing
variables with very low t-scores were not fruitful. Even
when the number of independent variables was cut to
six, several of which had t-scores over 2.0, the ad-
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justed R-squared remained well under 0.10, and none
of the statistically significant variables were related
to sprawl.

Multiple Regressions with
Population in Sprawl Counties as a
Percentage of Total EA Population
as the Dependent Variable
Measuring Sprawl

Another way to explore the relationship between
sprawl and urban decline and distress is to use a mea-
sure of sprawl as the dependent variable and various
measures of urban decline and distress as the inde-
pendent variables. This approach seems to imply that
urban decline and distress cause sprawl, rather than
the reverse. However, any relationship between sprawl
and urban decline and distress would be of interest,
so this approach was also tested.

Initially, 26 independent variables were used against
the dependent variable %SPRINEA, including all the
variables related to urban decline and distress. The
result was an adjusted R-squared of 0.2567, but only
two of these variables had t-scores over 2.0. Gradual
removal of the variables with low t-scores raised the
adjusted R-squared to 0.3039 with seven indepen-
dent variables. All seven had t-scores over 2.0, which
indicates statistical significance at the p-level of .02.
These variables are shown in Table 13.19.

Of the seven variables, five are possible indicators of
urban decline and distress: VIOLCRIM, MEDINC89,
COSTLIVE, MDHOUS$, and POLICEPC.
VIOLCRIM has a positive sign, which implies that

higher crime rates are associated with more sprawl.
This result is consistent with a priori expectations
because higher crime rates, which are normally con-
centrated in older cities, tend to motivate people to
move outward, aggravating sprawl. MEDINC89 also
has a positive sign, indicating that higher incomes in
the Economic Area are associated with greater sprawl.
This implies that people move out of central cities as
their incomes increase—so it is consistent with the
basic hypothesis that sprawl aggravates urban decline
and distress. COSTLIVE, MDHOUS$, and
POLICEPC have negative signs, implying that higher
levels of these conditions—higher living costs, higher
median housing prices, and higher per capita spend-
ing on police—would reduce the amount of sprawl
in the Economic Area. That indicates that the more
decline or distress is experienced in a central city, the
less sprawl is associated with its EA—a result that is
in opposition to the basic hypothesis. Yet, all seven
of these variables have t-scores above 2.0, which in-
dicates that they are statistically significant at the .05
level or above.

Variable
Beta

Coefficient
Standard

Error of Beta B Coefficient
Standard

Error of B
t-score

(164 cases) p-level
Intercept   21.9704 10.0200 2.19267 0.029740

%HSH8090 0.294650 0.089482 356.9963 108.4160 3.29284 0.001215

VIOLCRIM 0.216378 0.085454 0.0156 0.0061 2.53209 0.012278

MEDINC89 0.498552 0.130812 0.0018 0.0005 3.81122 0.000195

COSTLIVE -0.471995 0.144195 -7.0314 2.1482 -3.27331 0.001296

MDHOUS$ -0.535231 0.177996 -0.0003 0.0001 -3.00699 0.003054

EADENSE -0.216061 0.087754 -0.0239 0.0097 -2.46211 0.014847

POLICEPC -0.402719 0.087248 -0.1942 0.0421 -4.61579 0.000080

Source: The Brookings Institution

Table 13.19
Multiple Regressions  Using the Percentage of the Total EA Population in Counties

Designated as Sprawl (%SPRINEA) as the Dependent Variable
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Taken together, the data are too contradictory to ei-
ther affirm or deny the basic hypothesis that sprawl
aggravates urban decline and distress. The results
are too inconsistent to support any definite conclu-
sion.

Which Elements of the Growth
Process Cause Urban Decline?

The reasoning presented above is consistent with the
conclusion reached in the second section of this chap-
ter about the relationship between suburban sprawl
and urban decline and distress. After an exhaustive
series of statistical analyses, that section concluded
that urban decline was not significantly affected by
the low-density aspects of the growth process—those
most commonly meant by the term sprawl. However,
the second section had already pointed out that urban
decline and distress were significantly increased by
the way the American metropolitan growth process
occurred overall, mainly because that process clearly
produces concentrations of poverty in older core ar-
eas. Therefore, it is likely that other elements of the
U.S. metropolitan growth process—other than its low-
density elements—most aggravate urban decline and
distress. The first section of the chapter identified the
following elements as fundamental aspects of the U.S.
metropolitan growth process:

• The universal requirement that all new housing
units in the United States be built to high-quality
standards—standards that make these units too
costly for low-income households to occupy
without large public subsidies

• The political unwillingness of governments to
provide enough housing or income subsidies to
poor households to enable them to occupy new
housing

• Exclusionary zoning by many suburban govern-
ments

• Continuing racial segregation in housing markets
• Major obstacles to development in older cities

that make building on vacant peripheral land
much more attractive to developers

• The dynamic nature of upward mobility in the
United States that causes households to move to
“better” neighborhoods, rather than upgrade ex-
isting accommodations without moving, when
their incomes improve

These elements, in combination, are those most likely
to concentrate low-income households—especially
low-income minority households—in older core-area

neighborhoods. That, in turn, leads to urban decline
and distress because many viable households and
firms become motivated to move out of central cities
and older suburbs. The empirical evidence relevant
to these conclusions is presented in the final section
of this chapter.

The elements of metropolitan growth, perhaps with
the exception of exclusionary zoning, are not inher-
ently related to suburban sprawl, which is a particu-
lar low-density form of peripheral growth. If all pe-
ripheral growth in U.S. metropolitan areas occurred
at relatively high densities (like such growth in most
of Western Europe) but the growth process still ex-
hibited these six elements, future urban decline would
still be aggravated by peripheral growth. Hence, poli-
cies aimed only at reducing the low-density aspects
of American metropolitan growth—those aspects
which cause such growth to be labeled as sprawl—
would not affect the decline-aggravating nature of
that growth if such changes did not affect the six key
elements described above.

This conclusion is hard for many observers of urban
affairs to accept because they believe all American
metropolitan growth is sprawl and, therefore, one
cannot usefully distinguish between sprawl and the
underlying growth and development process. This
widespread belief is based on the fact that almost all
U.S. metropolitan-area growth and development dur-
ing the past 50 years has indeed exhibited all the four
basic traits of sprawl. Growth has been at relatively
low densities; it has involved leapfrog development
and has had no outward limits; and it has featured the
heavy dominance of ground transportation by private
automobiles.

Future metropolitan growth does not have to exhibit
the same low-density traits. In fact, many opponents
of sprawl are now advocating higher-density and more
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spatially confined growth patterns that would not have
the same traits as past sprawl growth. They contend
that reducing the low-density elements of sprawl
would reduce future urban decline and distress. There-
fore, many of the policies they advocate—for ex-
ample, urban growth boundaries, smaller lot sizes,
greater use of public transit, and higher densities—
are aimed at reducing the low-density aspects of fu-
ture growth.

Would Policies That Reduce Sprawl
Also Reduce Urban Decline and
Distress?

A key study question is: Would such anti-low-den-
sity policies in fact help reduce future urban decline
and distress if overall metropolitan population growth
continued in some high-density manner without
changing the other elements of the growth process
mentioned above? The answer would be “Yes” only
if there were strong linkages between the low-den-
sity aspects of past and present metropolitan growth
and urban decline and distress. The analysis in this
chapter indicates that strong linkages do not exist.
Rather, it implies that urban decline and distress are
aggravated by elements of the metropolitan growth
process that would not be changed by shifting future
growth from low-density to high-density patterns. This
is a crucial conclusion because one of the key argu-
ments for making such a growth-pattern shift is to
reduce future urban decline and distress. However, if
such policies do not alter the other elements of the
growth process that are most likely to be aggravating
decline, they will not affect future urban decline.

REEXAMINING THE LINKAGES
BETWEEN SPRAWL AND URBAN
DECLINE

What are the implications of the preceding analyses
for the basic hypothesis that the metropolitan-area
growth process helps cause—or at least aggravates—
the decline of many older central cities? To answer
that question, it is necessary to restate the argument
in the form of seven related propositions or hypoth-
eses. Following each proposition stated below is a
discussion of the empirical evidence bearing upon its
validity. This evidence has been taken both from this
study and from other relevant sources.

1. The American urban development process con-
centrates poor households, especially poor minor-
ity households, in older central cities and inner-
ring suburbs.

Empirical findings. The data clearly confirm this
proposition:

• In 1990, the average fraction of poor residents
in 157 cases was 12.2 percent for entire metro-
politan areas, but 18.3 percent in the central cit-
ies and 10.0 percent in the suburbs.

• An average of 49.7 percent of all poor metro-
politan-area residents lived in central cities in
1990, although those cities contained an aver-
age of only 37.0 percent of total metropolitan-
area population.

• In the 83 metropolitan areas for which data were
available for both central cities and their sub-
urbs, an average of 84.3 percent of all people
living in extreme-poverty census tracts resided
in the central cities, 15.7 percent lived in the sub-
urbs.

• Minority groups experience much greater con-
centration of poverty in high-poverty neighbor-
hoods than do non-Hispanic whites. In 1990, ac-
cording to calculations made by Paul Jargowsky
(1997) and applied to the 162 metropolitan ar-
eas in this study, an average of only 4.5 percent
of all metropolitan-area residents lived in neigh-
borhoods where 40 percent or more of the resi-
dents had incomes below the poverty level.
Breaking this down by group, 2.3 percent of all
white metropolitan-area residents, 7.6 percent of
all Hispanic metropolitan-area residents, and
15.3 percent of all African American metropoli-
tan-area residents lived in high-poverty areas.
Thus, the high percentage of all African Ameri-
can residents living in such high-poverty areas
was nearly seven times as high as the percent-
age of all non-Hispanic whites living in high-
poverty areas. Similarly, among all poor residents
in these metropolitan areas, an average of 14.4
percent were concentrated in high-poverty neigh-
borhoods. Breaking this down by groups, 7.3 per-
cent of poor whites, 14.3 percent of poor His-
panics, and 24.9 percent of poor African
Americans lived in high-poverty areas. Most
high-poverty areas in metropolitan areas are lo-
cated within central cities, as noted earlier. Thus,
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high-poverty inner-city neighborhoods contain
much greater concentrations of minority-group
poor people than of white poor people.9  Appar-
ently, poverty in itself is not nearly as much of a
barrier to living outside of high-poverty concen-
trations as is poverty combined with minority-
group membership.

2. A major cause of the concentration of poverty is
the deliberately exclusionary behavior adopted by
many suburban governments in order to keep low-
income households out of their communities. The
exclusionary behavior includes raising the costs of
occupying housing in the suburban communities. This
local government behavior is made possible by the
fragmentation of suburban governance over land uses
into separate powers held by many relatively small
localities.

Empirical findings. The fragmentation of governmen-
tal powers had no significant relationship to city
growth rates. In fact, governmental fragmentation is
largely a regional phenomenon. It occurs to the great-
est degree in the Midwest and the Northeast, and to
the least degree in the West and the South. Hence,
this proposition is neither confirmed nor refuted with
respect to central-city population growth.

In the “best” step-wise regression concerning the in-
dex of urban decline-distress, however, the variable
measuring local government fragmentation was sta-
tistically significant at the .012 p-level. This implies
that the greater the fragmentation of local govern-
ments in a metropolitan area, the greater the urban
decline-distress index in its central city. In addition,
the variable CITSUBPV was also statistically signifi-
cant at the .0004 p-level. This variable measures the
disparity concerning the percentage of residents who
are poor in the central city and those who are poor in
the remainder of the metropolitan area—that is, in
the suburbs. In short, it measures the relative concen-
tration of poverty within the central city. Such con-
centration could result from many factors, but exclu-

sionary suburban zoning is surely one of the major
factors. Therefore, the significance of this variable
can be interpreted as at least indirect evidence that
past and present exclusionary zoning and other prac-
tices—including racial segregation—have produced
greater urban decline and distress.

Furthermore, the variable AFROSEG was statistically
significant at the .03 p-level in the “best” step-wise
regression using the urban decline-distress index as
the dependent variable. This indicates that racial seg-
regation of whites vs. African Americans is a definite
contributor to urban decline and distress. Such seg-
regation is often a key motive for suburban adoption
of exclusionary zoning, although residents rarely ad-
mit this to be the case. Hence, the significance of the
AFROSEG variable is further indirect evidence of
the truth of this proposition.

3. Additional causes of the concentration of minority
poverty include certain other elements of suburban
sprawl. These elements spread suburban population
over large territories relatively distant from the cen-
tral-city neighborhoods where poor minorities are
concentrated. The elements are (1) unlimited outward
extension of new development in space, (2) leapfrog
development, (3) low-density residential and nonresi-
dential development, and (4) extensive dominance of
urban transportation by the automobile.

Empirical Findings. None of these sprawl-related
variables had any significant impact on city growth
or decline rates; levels of central-city poverty; or the
urban decline-distress index. There is a statistically
significant relationship between Economic Area den-
sity and the percentage of the area’s total population
living in counties classified as sprawling (%SPINEA).
Moreover, as noted above, the variable’s mathemati-
cal sign is consistent with the hypothesis that greater
sprawl within an Economic Area is associated with
lower population density in the area as a whole. But
both rural and rural center counties classified as
sprawl counties had higher densities than rural and
rural center counties classified as nonsprawl coun-
ties. Thus, the preponderance of evidence concerning
this proposition tends to reject rather than affirm it.

4. The resulting concentration of minority poverty
generates certain social conditions within large parts
of those central cities and inner-ring suburbs that
are considered undesirable by many households liv-
ing there and elsewhere. These conditions are (1) high
crime rates, (2) poor-quality public schools, (3) the

9 Paul A. Jargowsky supplied data concerning neighborhood
poverty ratios and poverty concentration ratios for the areas
studied in this analysis. The applications of his data to the
areas covered in the study were carried out by Anthony
Downs. Jargowsky’s data can be found in Paul A.
Jargowsky, Poverty and Place: Ghettos, Barrios, and the
American City (New York: Russell Sage Foundation, 1997),
tables B-1 to B-3.
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low quality of other public services (a result of the
fiscal weakness of local governments due to the loss
of tax-paying households and firms to the suburbs),
(4) inefficient city government bureaucracies that
serve their own interests with higher priority than the
interests of their clients, and (5) large minority neigh-
borhoods segregated from whites by white behavior
patterns, including the unwillingness of most white
households to live there.

Empirical findings. The following data are relevant
to the hypotheses stated above:

• High crime rates. In 1990, the average serious-
crime rate in 159 central cities included in this
analysis was 9,318 crimes per 100,000 residents,
compared with the overall U.S. average rate in
1990 of 5,820 crimes per 100,000 residents. The
average violent crime rate in these same cities in
1990 was 1,292 crimes per 100,000 residents,
compared with the U.S. average rate of 732
crimes per 100,000 residents. Crime rates in these
cities were 1.6 times higher than the U.S. aver-
age for all serious crimes and 1.77 times higher
than the U.S. average for violent crimes. More-
over, crime rates within these cities were much
higher in high-poverty areas than the city aver-
ages indicate.10  The data tend to confirm the first
hypothesis above.

• Poor quality of public schools. As of 1990, data
from 161 cities showed that the average percent-
ages of persons 25 years of age and older who
had completed four years of high school and four
years of college were 74.3 percent and 21.7 per-
cent, respectively. For the entire U.S. in 1990,
the figures were 77.8 percent and 21.3 percent
for those who had completed four years of col-
lege. Thus, residents of these cities, on the aver-
age, did not have educational attainments much
below national averages.11  These data do not sup-
port the second hypothesis stated above. How-
ever, Jargowsky (1997) analyzed educational
attainments within metropolitan-area neighbor-

hoods with different levels of poverty in 1990.
His findings, shown in Table 13.20, are for resi-
dents 25 years and older.12

These data are for entire metropolitan areas, but
most high-poverty neighborhoods within such
areas are located in central cities, as noted above.
Residents of high-poverty neighborhoods have
educational attainment levels that are much lower
than those of residents of low-poverty neighbor-
hoods. This fact does not prove that public
schools serving the former are worse than those
serving the latter, since the cause of lower scores
might be factors other than the schools. For ex-
ample, other factors might be family support of
education, hereditary abilities, peer-group atti-
tudes, etc. However, these data are at least con-
sistent with the hypothesis that the quality of edu-
cation received in high-poverty areas within
central cities is lower than that received else-
where.

• Quality of other public services. There are no
readily available measures of the quality of other
public services in different cities and suburban
communities. Therefore, the third hypothesis
above cannot be effectively tested.

• Large bureaucracies in central cities. In 1990,
the average central city (156 cities were used in
this analysis) contained 340,568 residents; the
average metropolitan area contained 1,018,318
residents. Thus, 677,750 people lived in the sub-

10 Crime rate data for the United States as a whole is from
Statistical Abstract of the United States: 1996, p. 201.

11 Educational attainment data for the the United States as
a whole is from Statistical Abstract of the United States:
1996, p. 159.

12 Paul A. Jargowsky, Poverty and Place: Ghettos, Barrios,
and the American City  (New York: Russell Sage
Foundation, 1997), p. 111.

C
ou

rt
es

y 
of

 G
. L

ow
en

st
ei

n



429

urban portions of the average metropolitan area.
The average number of land-use-governing lo-
cal governments in the metropolitan area was
7.76. The central-city government was one of
those; the other 6.76 were in the suburbs. Hence,
the average suburban community with land-use-
governing powers contained about 100,258 resi-
dents. The average central-city government
served 3.4 times as many constituents as the av-
erage suburban government did. These data im-
ply that the central-city government was much
more likely to become undesirably bureaucratic
than were suburban governments because of
sheer discrepancies in size. (Suburban govern-
ments in the Midwest and in the Northeast have
far fewer residents on the average than do those
in the South and the West. So this size discrep-
ancy is more likely to be large in the former two
regions than in the latter two.)

• Concentration of minority groups in central cit-
ies. Minority groups made up 35.8 percent of the
average central city’s population. African Ameri-
cans made up 21.6 percent of the average cen-
tral city’s population. When the 1990 total and
minority populations of all 162 cities together
are calculated, 46.0 percent of the total consisted
of minority-group members, 24.3 percent con-
sisted of African Americans, and 16.2 percent
were of Hispanic origin. Outside these cities, in
the remainder of the U.S., 23.9 percent of all resi-
dents were minority-group members (including
all persons of Hispanic origin). Of this amount,
8.7 percent were African Americans, and 7.0 per-
cent were of Hispanic origin. Thus, the percent-
age of residents in the central cities consisting of
all minority-group members and Hispanics were
just about double the analogous percentage for

the rest of the nation. For African Americans, the
city percentage was three times as great as the
percentage for the rest of the nation. This par-
tially confirms the last hypothesis in the preced-
ing analytic paragraph. There were far more, and
larger, minority-group concentrations in these
central cities than in other parts of the nation,
including their suburbs.

5. The five inner-city social conditions described
above have motivated, and still motivate, many eco-
nomically viable households, including minority-
group households, and many economically viable
businesses to move out of central cities and inner-
ring suburbs, or to refuse to move into them. Eco-
nomically viable households and businesses move to
farther-out suburbs or exurbs, or locate in the latter
when they move into, or are founded in, the metro-
politan area concerned. (This proposition refers to
the motivation for people moving out of cities; the
next proposition deals with the magnitude of such
movements.)

Empirical findings. The following findings assess
whether the five social conditions described above
motivate people to move out of the older core areas:
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Neighborhood Poverty Level in 1990

1990 Educational Attainment
All Metropolitan Area

Neighborhoods 0%-19.9% 20%-39.9% 40%-100%

High school dropout  23.0%  19.2%  40.7%  51.7%

High school graduate  28.7%  29.1%  27.3%  23.9%

Some college  19.5%  20.4%  15.6%  12.7%

Two-year degree  6.4%  6.8%  4.6%  3.4%

Four-year degree  14.4%  15.8%  7.5%  5.0%

Graduate or professional degree  8.0%  8.8%  4.3%  3.2%

Source: The Brookings Institution

Table 13.20
1990 Metropolitan Areas’ Level of Educational Attainment
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• High crime rates. The basic regression concern-
ing city population changes showed no negative
relationship between 1990 city crime rates and
rates of city population change from 1980 to
1990. In fact, there was a slight positive rela-
tionship, though it was not statistically signifi-
cant. Therefore, although central cities indeed
have higher crime rates than other places, their
high crime rates do not appear to motivate people
to move out of those cities, other things being
equal. However, as noted earlier, this finding
applies to citywide crime rates and may not ap-
ply to local neighborhood crime rates.

• Poor-quality public schools. The same basic re-
gression showed a statistically positive relation-
ship between the percentage of adults 25 years
of age and older with bachelor’s degrees and rates
of city population change from 1980 to 1990.
This relationship was significant at the .004 level.
However, no significant relationship existed be-
tween rates of city population change from 1980
to 1990 or the urban decline-distress index and
either (1) the percentage of adults 25 years of
age and over who had graduated from high school
or (2) the percentage of persons 16 to 19 years
of age who were neither in school nor employed
(and who could therefore be presumed to be high-
school dropouts). Therefore, only weak statisti-
cal evidence of a connection between central-
city public school quality and central-city
population or other decline can be gleaned from
this analysis. True, this can be supplemented by
strong anecdotal evidence gathered from Real-
tors and other well-informed observers about the
importance of public school quality in determin-
ing residential locations; however, clearer em-
pirical testing of this motivational factor must
await better measures of public school quality.

• Low quality of other public services. The study
has neither produced nor found any relevant
empirical evidence capable of testing whether this
motivational factor causes many people to move
out of central cities.

• Inefficient central-city public bureaucracies. The
study has neither produced nor found any rel-
evant empirical evidence capable of testing
whether this motivational factor causes many
people to move out of central cities.

• Unwillingness of whites to live in heavily minor-
ity-populated neighborhoods. Studies of white
households’ attitudes toward living in racially
integrated neighborhoods were conducted in
1976 and in 1992 by Reynolds Farley and sev-
eral associates. In the 1976 study, only one-fourth
of the white households interviewed said they
would be willing to move into a neighborhood
containing 33 percent African American house-
holds.13  In the 1992 study, about 41 percent of
the 636 white households interviewed said they
would move into such a neighborhood, but only
27 percent were willing to move into a neigh-
borhood containing 60 percent black house-
holds.14  These are higher percentages than in the
earlier survey, but they indicate that a majority
of whites are still not willing to live in neighbor-
hoods with more than one-fourth to one-third
African American residents. Therefore, as the
percentage of minority-group residents increases
in many central-city neighborhoods, fewer and
fewer whites are willing to remain in, or move
into, those areas. Yet the central cities in the 162
urbanized areas in this analysis are heavily popu-
lation by minority groups, especially African
Americans, as noted above. In fact, 36 of the 162
central cities have majority-minority populations

13 Farley Reynolds, Howard Schuman, Suzanne Bianchi,
Diane Colesanto, and Shirley Hatchett, “Chocolate City,
Vanilla Suburbs: Will the Trend towards Racially Separate
Communities Continue?” Social Science Research, 7; p.
319-344.

14 Farley Reynolds and William H. Frey, “Changes in the
Segregation of Whites from Blacks in the 1980s: “Small
Steps towards a More Integrated Society,” American
Sociological Review, 59, 1: 23-45.
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overall, and 23 others have populations that are
more than 40 percent minority.

This conclusion is reinforced by the ethnic composi-
tion of the public schools in many of the 162 cities.
Nearly all the largest cities in the United States have
majority-minority enrollments in their public elemen-
tary and secondary schools, even if their total resi-
dent population is not majority-minority. In the 18
cities for which enrollment data by race and ethnicity
were readily available, the average percentage of
minority students in public schools in 1992 was 79.7
percent, although the average proportion of minori-
ties in these cities’ total populations was 58.7 per-
cent.15  Each of these 18 cities had majority-minority
enrollments in its public schools. Many white par-
ents are unwilling to send their children to majority-
minority schools, as a result of the same attitudes that
make them unwilling to move into majority-minority
neighborhoods.

These findings confirm the hypothesis that racial at-
titudes among whites cause many to move out of cen-
tral cities, or not to move into them, because those
cities contain high proportions of minority-group
households. As noted earlier, white attitudes concern-
ing race are not the only cause of neighborhood resi-
dential segregation by race. A process of self-selec-
tion by both whites and African Americans is also an
important contributing factor. Many African Ameri-
cans prefer living in mainly black neighborhoods, just
as many whites prefer living in mainly white ones.
All these attitudinal factors make reducing residen-
tial segregation by race extremely difficult.

6. Many “declining cities” have lost population as
middle-class residents and white residents of all
classes move from the cities into the suburbs.

Empirical findings. In the decade from 1980 to 1990,
53 U.S. cities containing more than 100,000 residents
lost population. These cities are listed on Table 13.21
along with data concerning their population changes
from 1950 to 1990. Fifteen of the cities lost popula-
tion in each of the four decades from 1950 to 1990.
The 53 cities include those communities to which most
people refer when they speak about America’s “de-
clining cities.” Population changes from 1950 to 1990
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15 National Center for Education Statistics, Digest of
Educational Statistics, 1992 (U.S. Department of
Education, 1994), 97-101.
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Total City Populations on April First
(in Thousands)

Percent Changes in Population
of Cities by Periods

NO CITY REG 1950 1960 1970 1980 1990 1992
1950-
1960

1960-
1970

1970-
1980

1980-
1990

1990-
1992

1 Akron MW 275 290 275 237 223 224 5.45 -5.17 -13.82 -5.91 0.45
2 Atlanta S 331 487 495 425 394 395 47.13 1.64 -14.14 -7.29 0.25
3 Baltimore S 950 939 905 787 736 726 -1.16 -3.62 -13.04 -6.48 -1.36
4 Beaumont SW 94 119 118 118 114 115 26.60 -0.84 0.00 -3.39 0.88
5 Birmingham S 326 341 301 284 266 265 4.60 -11.73 -5.65 -6.34 -0.38
6 Bridgeport NE 159 157 157 143 142 137 -1.26 0.00 -8.92 -0.70 -3.52
7 Buffalo NE 580 533 463 358 328 323 -8.10 -13.13 -22.68 -8.38 -1.52
8 Cedar Rapids MW 72 92 ill 110 109 112 27.78 20.65 -0.90 -0.91 2.75
9 Chattanooga S 131 130 120 170 152 153 -0.76 -7.69 41.67 -10.59 0.66

10 Chicago MW 3,621 3,550 3,369 3,005 2,784 2,768 -1.96 -5.10 -10.80 -7.35 -0.57
11 Cincinnati MW 504 503 454 385 364 364 -0.20 -9.74 -15.20 -5.45 0.00
12 Cleveland MW 915 876 751 574 506 503 -4.26 -14.27 -23.57 -11.85 -0.59
13 Dayton MW 244 262 243 194 182 183 7.38 -7.25 -20.16 -6.19 0.55
14 Denver W 416 494 515 493 468 484 18.75 4.25 -4.27 -5.07 3.42
15 Detroit MW 1,850 1,670 1,514 1,203 1,028 1,012 -9.73 -9.34 -20.54 -14.55 -1.56
16 Erie NE 131 138 129 119 109 109 5.34 -6.52 -7.75 -8.40 0.00
17 Evansville MW 129 149 139 130 126 128 15.50 -6.71 -6.47 -3.08 1.59
18 Flint MW 163 197 193 160 141 139 20.86 -2.03 -17.10 -11.88 -1.42
19 Ft. Lauderdale S 36 84 140 153 149 149 133.33 66.67 9.29 -2.61 0.00
20 Gary MW 134 178 175 152 117 117 32.84 -1.69 -13.14 -23.03 0.00
21 Honolulu W 248 294 325 365 365 371 18.55 10.54 12.31 0.00 1.64
22 Jackson S 98 144 154 203 197 196 46.94 6.94 31.82 -2.96 -0.51
23 Kansas City KS MW 130 122 168 161 150 147 -6.15 37.70 -4.17 -6.83 -2.00
24 Kansas City MO MW 457 476 507 448 435 432 4.16 6.51 -11.64 -2.90 -0.69
25 Knoxville S 125 112 175 175 165 167 -10.40 56.25 0.00 -5.71 1.21
26 Lansing MW 92 108 131 130 127 127 17.39 21.30 -0.76 -2.31 0.00
27 Louisville S 369 391 362 299 269 271 5.96 -7.42 -17.40 -10.03 0.74
28 Macon S 70 70 122 117 107 107 0.00 74.29 -4.10 -8.55 0.00
29 Memphis S 396 498 624 646 610 610 25.76 25.30 3.53 -5.57 0.00
30 Metairie S - - 136 164 149 - - - 20.59 -9.15 -
31 Milwaukee MW 637 741 717 636 628 617 16.33 -3.24 -11.30 -1.26 -1.75
32 Minneapolis MW 522 483 434 371 368 363 -7.47 -10.14 -14.52 -0.81 -1.36
33 Mobile S 129 203 190 200 196 202 57.36 -6.40 5.26 -2.00 3.06
34 New Orleans S 570 628 593 558 497 490 10.18 -5.57 -5.90 -10.93 -1.41
35 Newark NE 439 405 382 329 275 268 -7.74 -5.68 -13.87 -16.41 -2.55
36 Norfolk S 214 306 308 267 261 254 42.99 0.65 -13.31 -2.25 -2.68
37 Peoria MW 112 103 127 124 114 114 -8.04 23.30 -2.36 -8.06 0.00
38 Philadelphia NE 2,071 2,003 1,949 1,688 1,586 1,553 -3.28 -2.70 -13.39 -6.04 -2.08
39 Pittsburgh NE 677 604 520 424 370 367 -10.78 -13.91 -18.46 -12.74 -0.81
40 Richmond S 230 220 249 219 203 202 -4.35 13.18 -12.05 -7.31 -0.49
41 Rochester NE 332 319 295 242 232 234 -3.92 -7.52 -17.97 -4.13 0.86
42 Rockford MW 93 127 147 140 139 142 36.56 15.75 -4.76 -0.71 2.16
43 Salt Lake City W 182 189 176 163 160 166 3.85 -6.88 -7.39 -1.84 3.75
44 Savannah S 120 149 118 142 138 139 24.17 -20.81 20.34 -2.82 0.72
45 Shreveport S 127 164 182 206 199 197 29.13 10.98 13.19 -3.40 -1.01
46 South Bend MW 116 132 126 110 106 106 13.79 -4.55 -12.70 -3.64 0.00
47 St. Louis MW 857 750 622 453 397 384 -12.49 -17.07 -27.17 -12.36 -3.27
48 St. Petersburg S 97 181 216 239 239 235 86.60 19-34 10.65 0.00 -1.67
49 Syracuse NE 221 216 197 170 164 163 -2.26 -8.80 -13.71 -3.53 -0.61
50 Toledo MW 304 318 383 355 333 329 4.61 20.44 -7.31 -6.20 -1.20
51 Warren MW 1 89 179 161 145 142 8800.00 101.12 -10.06 -9.94 -2.07
52 Washington S 802 764 757 638 607 585 -4.74 -0.92 -15.72 -4.86 -3.62
53 Yonkers NE 153 191 204 195 188 186 24.84 6.81 -4.41 -3.59 -1.06
Total population 22,052 22,689 22,342 19,938 18,557 18,272 2.89 -1.53 -10.76 -6.93 -1.54
Number of Cities 52 52 53 53 53 52 Percentage changes in adjusted total population
Adjusted total to same
number of cities 22,052 22,689 22,206 19,774 18,408 18,272 2.89 -2.13 -10.95 -6.91 -0.74

Numerical changes in adjusted total population (000)s
637 -483 -2,432 -1,366 -136

Source: The U.S. Department of Commerce, Bureau of the Census

Table 13.21
Population Changes from 1950 to 1992 in All 53 Large U.S. Cities

That Declined in Population from 1980 To 1990
(Includes only cities with over 100,000 residents in 1990)
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in 52 of these cities (Metairie, a suburb of New Or-
leans, was excluded because early data were not avail-
able) and from 1960 to 1990 in their 48 metropolitan
areas confirm this hypothesis, though it is based upon
a smaller set of cities than the set in this analysis.
Table 13.16 summarizes the data.

Table 13.22 shows that the cities as a group experi-
enced massive population losses from 1960 through
1990, especially after 1970. Part of the losses resulted
from an expansion of the African American popula-
tion that replaced former white residents. This part
of the loss tends to confirm the hypothesis that the
separatist racial attitudes of most whites combined
with expanding minority populations in central cities
caused many of the white residents to move out. How-
ever, nonblack population losses in each decade were
much larger than black population increases. This is
true even though the nonblack population includes
Hispanics, who grew in numbers in most of the cities
during these periods. So, non-Hispanic white losses
in the cities were even larger than shown by this table.
Thus, departures from these cities were not caused
solely by “flight” from neighborhood racial change,
though such “flight” was a key factor. Moreover, in
the 1980s, the black populations of these cities also
declined slightly because many black middle-class
households moved to the suburbs.

Table 13.23 shows that suburban populations in the
metropolitan areas of the 53 declining cities grew tre-
mendously while populations of the large cities in
them were shrinking. (The number of metropolitan
areas in this table is smaller than the number of large
cities in the preceding table because several cities over
100,000 that lost population in the 1980s were sub-
urbs in metropolitan areas with other central cities.)
Suburban growth in these MSAs in the 1950s was
even larger than that in any of the decades shown
above. Clearly, this suburban growth was also much
larger than can be explained by people moving out of
central cities. Its main cause was in-migration into
these metropolitan areas from elsewhere.

These data confirm that many people were moving
out of the central cities and into surrounding suburbs
during the periods when poverty concentrations there
were increasing. At least some of the population losses
can surely be attributed to “flight” from adverse cen-
tral-city conditions or racial minorities there. On the
other hand, many other factors are also involved, since
out-movements from central cities were much larger
than can reasonably be attributed to moving away
from concentrated poverty areas or conditions.

Population Changes for 52 Declining Cities in Three Periods

Population Group 1960-1970 1970-1980 1980-1990

Total population -483,000 (-2.1%) -2,432,000 (-11.0%) -1,366,000 (-6.9%)

African American population +623,571 (+10.0%) +486,921 (+7.1%) -13,960 (-0.2%)

Nonblack population -1,106,571 (-6.7%) -2,918,921 (-19.0%) -1,352,040 (-10.9%)

Source: The Brookings Institution

Note: Nonblacks include all persons other than African Americans. This term is necessary because the Census Bureau changed
its definitions of both blacks and other groups over time.

Population Changes

Geographic Area 1960-1970 1970-1980 1980-1990

Total area +7,376,800 (+14.6%) +5,681,400 (+9.8%) +3,834,000 (+6.0%)

Total large cities  -483,000 (-2.1%)  -2,432,000 (-11.0%)  -1,366,000 (-6.9%)

Total other suburbs +7,859,800 (+27.8%) +8,113,400 (+22.4%) +5,200,000 (+11.7%)

Source: The Brookings Institution

Table 13.22
Summary Population Changes for 52 Declining Cities: 1960 to 1990

Table 13.23
Summary Population Changes for 48 Metropolitan Areas: 1960 to 1990
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7. The departure of viable households and firms from
the central city and from inner-ring suburbs reduces
the fiscal resources available to the governments of
those communities because the departing elements
remove their taxable resources beyond the legal ju-
risdictions of those communities. This weakens the
ability of those local governments to provide adequate
public services to their citizens, who include a dis-
proportionate share of households with low incomes
and few economic resources.

Empirical findings. A regression analysis of the vari-
able GOVXPCAP (city government expenditures per
capita) was conducted as the dependent variable
against other relevant variables in the set used in this
analysis as independent variables. This is a partial
test of the above hypothesis because it would detect
whether cities with lower expenditures per capita were
more likely to experience population declines. Lower
expenditures per capita are not identical with lower-
quality public services, but might be related. This re-
gression produced an adjusted R-squared of .80725.
However, the regression showed only a weak posi-
tive relationship between government spending per
capita and the percentage change in city population
from 1980 to 1990—a relationship not statistically
significant at the 0.10 level. Thus, cities losing popu-
lation in the 1980s did not have much lower govern-
ment expenditures per capita than did those cities
gaining population, all other things being equal.

The major regression analysis using the percentage
change in city population from 1980 to 1990 as the
dependent variable showed a stronger relationship to
city government expenditures per capita, significant
at the .004 level. Thus, increases in city government
spending per capita did contribute to faster popula-
tion growth to some degree. These findings do not,
however, constitute any strong confirmation of this
hypothesis, though they do not refute it either.

The regression analysis using the urban decline-dis-
tress index as the dependent variable showed no sta-
tistically significant relationship between that index
and government expenditures per capita, government
revenues per capita, or taxes per capita.

8. The resulting poor quality of public services drives
more viable households and firms out of the core
communities, generating a self-aggravating, down-
ward fiscal spiral therein. This downward spiral is a
major cause of the urban decline witnessed in many
large, older American cities.

Empirical findings. The cumulative nature of urban
decline is shown by data in the Table 13.21 listing of
all cities with populations over 100,000 (in 1990) that
experienced decreasing populations in the 1980s. Of
these 53 cities, 20 had decreasing populations in the
1950s. All 20 of those cities had subsequent decade-
long declines in population in at least two of the sub-
sequent three decades, and 15 of them had decreas-
ing populations in all three of the subsequent decades.
From 1960 to 1970, populations decreased in 30 of
these cities (including most of the 20 just described).
Twenty-six of the 30 cities had falling populations in
both of the next two decades, and the other four had
a population decline in one of those two decades.
Thus, at least among these 53 cities, once population
decline occurred over an entire decade, it was very
likely to continue over most of the next several decades.

Declines in population are not the same as declines
in a city’s fiscal strength or the quality of services
within it. However a declining population raises the
per capita level of all the fixed costs in a city, includ-
ing its debt service, and is certainly associated in the
minds of most public officials with a general decline
in quality of life. The exception is when a population
decline follows a period of unusual population over-
crowding, which was probably the case in the 1950s
in many of these cities, for reasons discussed earlier.C
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Decreases in population after 1960 cannot reason-
ably be attributed to the relief of serious overcrowding.

Thus, the decline in city population used in this analy-
sis as one measure of urban decline certainly appears
to be a cumulative process. This finding is consistent
with the hypothesis that urban decline contains self-
aggravating elements that perpetuate it, once it has
begun. Hence, the empirical evidence appears to con-
firm this hypothesis, though not with absolute certainty.

CONCLUSION

Findings

The following conclusions have emerged from the
examination of hypotheses and empirical evidence
presented above:

• The American development process does con-
centrate poor households—especially poor mi-
nority households—in central cities and older
core portions of metropolitan areas.

• There is some indirect statistical evidence that
exclusionary zoning is a key causal factor of such
poverty concentration. That evidence consists of
a positive association of the urban decline-dis-
tress index with (1) greater local government
fragmentation, (2) greater overall metropolitan-
area residential segregation of whites and Afri-
can Americans, and (3) higher ratios of the per-
centage of poor residents in cities to the
percentage in the suburbs. However, this indi-
rect evidence cannot reasonably be construed as
conclusive proof that exclusionary zoning causes
urban decline or distress.

• Some of the major traits associated with subur-
ban sprawl have no statistically significant rela-
tionship associated with declines in central-city
population, or with the urban decline-distress
index. These traits include (1) unlimited outward
extension of new development, (2) leapfrog de-
velopment, (3) low-density residential and non-
residential development, and (4) extensive domi-
nance of urban transportation by automobiles.
(The last is statistically significant in relation to
city growth, but has the wrong sign to be evi-
dence that more dominance by automobiles ag-
gravates city population losses.) Therefore, ur-
ban decline cannot reasonably be attributed to
the presence or absence of any of these traits,
insofar as evidence from this study is concerned.

• The concentration of poverty within large cen-
tral cities

— clearly produces higher crime rates, lower levels
of educational attainment, and much higher pro-
portions of minority-group households within
those cities than elsewhere;

— does not clearly produce lower-quality public
services than exist elsewhere, since there are no
readily available means of testing the quality of
public services in different communities;

— clearly creates larger public bureaucracies in
large cities—however, whether those larger bu-
reaucracies produce lower-quality and less-re-
sponsive services than are produced by smaller
public organizations elsewhere cannot readily be
tested.

• Whether these central-city conditions motivate
residents to move out, or potential residents not
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to move in, varies depending on the traits con-
cerned.

— Higher citywide crime rates appear to have no
statistically significant effect on motivating
households to move out of central cities.

— Large concentrations of minority-group house-
holds within central cities clearly motivate many
non-Hispanic whites to move out of, or to avoid
moving into, those cities. This results from the
prevailing attitudes of most such whites toward
living in ethnically or racially integrated neigh-
borhoods.

— This study has not found reliable statistical evi-
dence either confirming or refuting the hypoth-
esis that poor-quality public schools cause many
households of all ethnic groups to move out of
central cities, or to refrain from moving into them.
Anecdotal evidence supports that hypothesis, but
it is not statistically verifiable.

— This study has also not found reliable statistical
evidence either confirming or refuting the hy-
pothesis that other poor-quality public services
cause many households of all ethnic groups to
move out of central cities, or to refrain from
moving into them.

— There is inferential evidence that the racial and
ethnic composition of public school systems in
central cities—most of which have majority-mi-
nority enrollments—motivate many white house-
holds to move out of those cities, or not to move
into them, because of the same attitudes that af-
fect their behavior concerning housing choices.
However, statistically significant proof of this
view has not been found.

• A notable number of large U.S. central cities—
including 53 of the 189 cities that each contained
100,000 or more residents in 1990—lost popu-
lation in the 1980s in what might reasonably be
considered a process of urban decline. Of the 162
central cities included in this analysis, 63 lost
population in that decade. A significant part of
the population losses experienced by those cit-
ies occurred because households moved out of
them into surrounding suburbs. Part of that move-
ment was displacement of non-Hispanic white
households by expanding numbers of African
American and Hispanic and other minority
households. However, the declines in non-His-
panic whites experienced by these cities were
much larger than can reasonably be attributed to
such racial or ethnic displacement.

• This study has produced no persuasive evidence
that the population losses caused serious declines
in government resources or in the quality of pub-
lic services in the cities concerned. Hence, the
hypothesis that makes that claim must be re-
garded as unproven.

• The urban decline process, as measured by city
population changes, is clearly a cumulative one
that—once started—tends to continue over time,
even over many decades. This tends to confirm
the hypothesis that urban decline contains self-
aggravating elements that extend it for long pe-
riods of time. The clearest such element is the
concentration of racial and ethnic minorities
within central cities, because that concentration
repels non-Hispanic whites in both housing mar-
kets and public schools. However, African Ameri-
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cans have also begun moving out of central cit-
ies in large numbers; so the future of this ele-
ment is uncertain.

Implications of the Findings

What implications do the findings have concerning
the relationship between suburban sprawl and urban
decline?

First, the American urban development and growth
process does—by its very nature—produce conditions
that generate urban decline in older core areas. The
most important of those conditions is the concentra-
tion of low-income households—especially low-in-
come minority-group households—within the older
core areas. This concentration in itself appears to be
the single most important factor leading to the with-
drawal of many viable households and firms from
central cities and into outlying areas. That is true
mainly because of the attitudes of many non-Hispanic
white households against living in racially integrated
neighborhoods or sending their children to racially
integrated schools. In most commentaries about ur-
ban decline, the withdrawal of viable households from
cities is attributed mainly to secondary conditions
produced by concentrated poverty—high crime rates,
poor-quality schools, and low levels of public ser-
vices—not to the concentration of poverty in itself.
However, the data from this analysis do not indicate
that these secondary effects—insofar as they can be
measured—have statistically significant relationships
to city population growth rates. That is particularly
true of high city crime rates, but also applies to edu-
cational attainments. Whether that finding means
poor-quality public schools do or do not cause out-
migration from cities cannot be determined from this
analysis because no variables reliably measuring pub-
lic school quality were available.

One significant factor is the racial and ethnic compo-
sition of concentrated poverty areas, and of central
cities in general. The regression analyses showed that
the percentage of city population consisting of mi-
nority groups had a major downward impact on city
population growth rates from 1980 to 1990, and a
significant impact aggravating urban decline and dis-
tress—although the latter impact was somewhat more
ambiguous than the former. In terms of the logic of
the American development process set forth at the
beginning of this analysis, that factor stands out as
having its importance confirmed more than any other
factor contained in that logic. It is especially impor-

tant because the U.S. growth process has concentrated
poor minority-group households—especially African
Americans—together in high-poverty neighborhoods
to a much greater degree than poor whites. Thus, a
second major conclusion from this analysis is that the
racial attitude of whites toward living with minori-
ties—especially African Americans—is the single
most important factor causing the concentration of
poverty—and of minorities—in central cities to lead
to urban decline.16  This conclusion must be quali-
fied by the observation that other factors, including
African American attitudes toward living with whites,
are also important causes of residential segregation
by race.

A third major conclusion from the analysis is that three
variables embodying aspects of suburban sprawl
have a statistically significant relationship to greater
urban decline and distress, as measured by the ur-
ban decline-distress index. The three variables are
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Segregation and the Making of the Underclass (Cambridge,
MA: Harvard University Press, 1993).
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all indirectly related to exclusionary behavior in sub-
urban housing markets. However, not one of these
sprawl-related variables exerts a powerful influence
on the index. The variables are the ratio of the per-
centage of poor persons living in the central city to
the percentage of poor persons living in the suburbs
within a metropolitan area; the number of local gov-
ernments with land-use control powers per 100,000
metropolitan-area residents; and the percentage of a
metropolitan area’s population living within its cen-
tral city.

A fourth key conclusion is that several other factors
closely associated with suburban sprawl seem to have
no impact on city population growth rates or urban
decline-distress. If sprawl has some role in the de-
cline of cities, that influence is not being exerted
through (1) unlimited outward extension of new de-
velopment, (2) leapfrog development, (3) low-den-
sity residential and nonresidential development, or
(4) extensive dominance of urban transportation by
automotive vehicles. Therefore, although these traits
might be deemed undesirable on other grounds, pub-
lic policies aimed at counteracting urban decline
should not focus on trying to influence them. Rather,
such policies should focus on other aspects of the U.S.

metropolitan growth and development process that
are more likely to be direct causes of urban decline.

A fifth major conclusion is that at least some condi-
tions within central cities definitely affect metropoli-
tan areawide conditions to a greater degree than
conditions within suburbs affect central-city condi-
tions. The median income within central cities has a
much greater impact on metropolitan areawide me-
dian income than does the median income within the
urban fringes, even though central cities contain less
than half of all metropolitan-area residents, on the
average. City median incomes also influence metro-
politan areawide population growth rates, and city
population growth rates greatly affect those of entire
metropolitan areas, for the obvious reason that cities
contain a large percentage of metropolitan population.

The sixth major conclusion is that urban decline as
measured by losses of city population is indeed a
cumulative process consistent with the hypothesis that
it contains self-aggravating elements.

The final major conclusion is that the empirical va-
lidity of certain key steps in the logical argument link-
ing the U.S. development process to urban decline
remains to be tested conclusively. These steps are (1)
that exclusionary zoning by suburbs helps concen-
trate minority poverty within central cities and older
inner-ring suburbs; (2) that central-city public schools
offer a poorer-quality education than do suburban
schools, on the average; (3) that central-city public
services are of lower quality than those in the sub-
urbs, on average, and (4) that both public schools and
public services in central cities are low enough in
quality to motivate many households to leave the cen-
tral cities and move to the suburbs or to discourage
additional households from moving into central cit-
ies. There is substantial anecdotal evidence and some
quantitative evidence (including some evidence from
this analysis) to support some of these propositions.
Yet, because they cannot be confidently confirmed
by the quantitative results of this analysis, additional
research needs to be conducted.

Three Erroneous Conclusions That
Should Not Be Drawn from This
Analysis

The above analysis could easily lead to three errone-
ous conclusions, all of which should be avoided.
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The first error would be that sprawl has contributed
nothing to urban decline in the past. That is what
some defenders of sprawl may conclude, and in a
purely technical sense, it may be true, if sprawl is
interpreted as being only the low-density aspects of
the growth process, as explained above. However,
almost all U.S. metropolitan-area growth during the
past 50 years has been in the form of sprawl inte-
grally combined with the other elements analyzed
above. Therefore, in an important sense, metropoli-
tan-area growth has been identical with sprawl dur-
ing the past half-century. Hence the overall growth
process, of which sprawl has been an integral part,
has indeed contributed to, and aggravated, urban
decline and distress. True, it was not the low-density
elements of that process that caused urban decline;
however, the other elements that did cause urban de-
cline have been linked closely enough to the sprawl
elements so that past sprawl cannot escape totally
unscathed from bearing responsibility for urban de-
cline and distress.

The second erroneous conclusion would be that the
past sprawl-dominated metropolitan growth process
can be continued unchanged without any danger of
aggravating urban decline in the future. This is false
because the present sprawl-dominated growth pro-
cess contained the other non-low-density elements

that contributed to urban decline, and it would still
contain those elements if not altered. To prevent fu-
ture peripheral growth from aggravating urban de-
cline, those other elements would have to be changed.
Changes to the non-low-density elements might af-
fect the low-density elements as well. For example,
reduction of exclusionary zoning and changing build-
ing standards to permit lower-cost new construction
might help create more housing affordable to low-
income households in suburban areas, thereby rais-
ing densities there.

The third erroneous conclusion would be that there
is nothing wrong with continuing the low-density el-
ements of the growth process in the future, since those
elements have not contributed to urban decline. The
low-density elements that constitute sprawl contrib-
ute to other adverse outcomes that many citizens do
not like. These include increasing traffic congestion,
absorption of a lot of open land at the edges of met-
ropolitan areas, higher taxes to pay for more infra-
structure, and air pollution. Hence, there are good
reasons to at least consider policies that alter the low-
density elements of sprawl in the future, completely
apart from the role of sprawl in aggravating urban
decline and distress.



440

This page intentionally left blank.



PART IV

DEALING
WITH SPRAWL

441



442



443

The purpose of this part of the report is to deliber-
ately set forth the positive effects of sprawl and sug-
gest what can be done to cure its negative effects.
The chapters present a discussion on the benefits of
sprawl (chapter 14), ways to mitigate the negative
effects of sprawl (chapter 15), and the need for future
research on sprawl (chapter 16). The benefits of
sprawl include the provision of housing at the pe-
riphery of the metropolitan area that is less expen-
sive than housing closer in, a lessening of overall con-
gestion, especially in the closer-in areas, and the
opportunity to enjoy the low-density lifestyle that most
Americans are satisfied with. This chapter collects
empirical evidence on these benefits and identifies
other alleged benefits for which empirical evidence
is conflicting or cannot be found. This might include
sprawl’s supposed ability to reduce overall travel
costs, provide more locational choices due to the num-
ber of smaller political jurisdictions, make land
cheaper due to skipped-over development, and cre-
ate homogeneous socioeconomic neighborhoods be-
cause of the variety of places one can live.

Chapter 15 sets forth the various techniques that can
be used to mitigate the negative impacts of sprawl,
including urban growth boundaries, public-service

districts, revitalization techniques and subsidies, tran-
sit-oriented development, and new forms of regional
governance. This chapter includes a rating scheme
that determines which of these techniques might be
more or less desirable based on effectiveness in ac-
complishing the task, ease of administration or imple-
mentation, costs to the public sector, absence of its
own negative effects, and finally, general political
acceptability. This is a very detailed chapter on
strategies to mitigate sprawl and the facility with
which they can be implemented.

The final substantive chapter of the report (chapter
16) investigates and prioritizes (by necessity and ease
or cost of implementation) research on sprawl re-
quired for the future. The organization of this chap-
ter follows the general organization of the study and
proposes future research related to definition and in-
cidence of sprawl, physical resources consumed, per-
sonal lives affected, and procedures to deal with
sprawl. Recommended future research varies from
studies of housing costs imposed by growth bound-
aries to ways in which community groups can be en-
gaged to be part of the solution to the regional sprawl
problem.

Introduction to Part IV
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XIV

The Benefits of Sprawl:
Individual and Societal

IDENTIFYING THE BENEFITS OF
SPRAWL

The literature search on suburban sprawl (TCRP Re-
port 39, The Costs of Sprawl—Revisited) revealed at
least 13 possible benefits that various observers at-
tributed to sprawl. These are listed in Table 14.1
grouped into several subsets, drawn from Table 7 of
TCRP Report 39 (Burchell et al. 1998). In the re-
mainder of this analysis, it is assumed that all inclu-
sive conditions exist to some degree and that some
observers consider each one of them to be beneficial.

MEASURING AND VALUING THE
BENEFITS OF SPRAWL

A fundamental problem in all cost–benefit analyses
of social policies is that benefits of social actions are
difficult to measure in terms that make their sizes
comparable to the sizes of other benefits or of the
costs of the same activities. Some benefits, such as
those that are purely psychological, are rarely mea-
surable empirically. In some cases, the incidence of a
benefit is measurable—that is, the extent to which it
occurs—but the economic value of that benefit can-
not be quantified. For example, one benefit of sprawl
derives from its fragmentation of governance, public

services, and housing product among many relatively
small localities. This fragmentation creates an array
of choices about community and general lifestyles
from which households can choose, choices predi-
cated on such considerations as local taxes and the
quality and quantity of public services. Society ben-
efits from the ability to make these types of choices.
In theory, whether or not such an array of choices
exists can be measured by examining the specific
combinations of tax rates, public services, and
lifestyles found in each metropolitan area. It is more
difficult, however, to quantify in dollar or other terms
the economic value of these choices to each house-
hold, or how valuable to society as a whole the exist-
ing array of choices may be.

Similarly, in theory, fragmented government gives
each citizen a stronger voice in influencing local af-
fairs than would a smaller number of larger govern-
ments. Whether citizens participate more intensively
in local government affairs in fragmented systems than
in nonfragmented ones could be determined by polls
that measure citizens’ political activities. Still, it is
not possible to quantify the economic or other value
of resulting differences in participation. The analysis
of the benefits of sprawl is organized to answer the
following questions:
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Housing-related benefits.

• Land that is farther out from the center of a metropolitan area is less expensive; housing built on such land is
priced lower and is more affordable than housing closer in.

• Average lot sizes are greater in farther-out areas, providing more outside space per household. This
improves households’ access to open space.

• Average housing sizes are greater in farther-out areas, providing more interior space per household.

• Low-density settlements more closely reflect the preferences of most Americans for detached single-family
homes and sizable lots and backyards—key elements of the “American dream.”

Transportation benefits.

• Commuting times may be lower for persons living farther out if they also work at a location distant from the
center, because they can travel faster in less dense outlying areas.

• There is less intensive traffic congestion in low-density neighborhoods than in high-density ones.

• Because of its heavy reliance on the private automobile for transportation, sprawl generates lower total
transportation costs—public and private—than would greater overall reliance on public transit, which is
more costly to build and to operate than using automotive vehicles.

Land-planning benefits.

• Leapfrog development leaves vacant infill sites that can later be developed at higher densities more
appropriate for later stages of urban development. In the long run, this is more efficient than building up all
sites contiguous to the edge of previously settled areas at low densities, and then having to tear down many
such structures later and develop them at more appropriate higher densities after further outward growth has
occurred.

Quality of life and social benefits.

• Crime rates are lower and security is higher in farther-out areas than in highly urbanized areas.

• School quality is better, on the average, in farther-out areas than in closer-in areas.

• Fragmenting local government into many small units provides a greater variety of combinations of tax rates,
local services, and housing choices from which citizens can choose than would more homogeneous
government, thereby maximizing consumer sovereignty over life styles. This causes government service
providers to adapt their services more closely to the desires of their local citizens.

• Rough segregation of income groups in space through exclusionary zoning practices adopted by fragmented
governments permits members of each income group to live in neighborhoods populated mainly by others
with similar incomes, and to avoid living with households much poorer than themselves—two goals held by
most American households, in spite of their major societal implications.

• Fragmenting local government into many small units permits citizens to have stronger influence over
conditions in their own localities, which matter most to them, than would much larger government units.
Thus, sprawl fosters self-government, democratic participation, and citizen control over local affairs
(significant argument exists in terms of whether sprawl “creates” this situation or is “created by” this
situation).

Source: The Brookings Institution.

Table 14.1
The Alleged Benefits of Sprawl
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• Is the incidence of this benefit measurable, at
least in theory?

• Is the economic value of this benefit quantifi-
able in practice?

• Has the economic value of this benefit been quan-
tified in practice by one or more reliable investi-
gators insofar as can be determined?

• How important to society as a whole is this ben-
efit, if it could be quantified?

Answers to these four questions are set forth in an
accompanying table entitled “Can the Benefits of
Sprawl Be Quantified in the Real World?”
(Table 14.2). The answers are based upon research

team analysis, informed judgment, and the results of
surveying the judgments of others in the literature on
sprawl. Benefits that the authors believe are very sig-
nificant to society are shown in boldface. Other ob-
servers might arrive at different answers, but this
approach at least identifies appropriate questions
that might be posed.

Table 14.2 shows that the incidence of all 13 ben-
efits of sprawl is measurable, at least in theory; that
is, there is some way to measure the extent to which
each benefit actually exists among its potential re-
cipients, including by direct polling. However, for a
majority of these benefits, there is no practical way
to convert such measurements into quantified esti-
mates of economic value that would be useful in com-

Benefit of Sprawl

Is the Incidence of
This Benefit
Measurable?

Is Its Economic
Value Quantifiable

in Practice?

Has That Economic
Value Been  Reliably

Quantified in
Practice?

How Important Is
This Benefit to

Society?

Lower land and
housing costs

Yes Yes A Few Times Very

Larger average lot
sizes Yes Yes No Not very

Larger home and
room sizes

No Yes No Not very

Reflects low-
density preferences

Yes No No Very

Shorter commuting
times

Yes Yes Somewhat Very

Less-intensive
traffic congestion

Yes No No Very

Lower overall
transport costs

Yes Probably No Very

More efficient use of
infill sites Yes No No Slightly

Lower-crime
neighborhoods

Yes No No Very

Better-quality
public schools

Yes Yes In Part Very

Greater consumer
lifestyle choices Yes No No Somewhat

Stronger citizen
participation Yes No No Somewhat

Segregation by
income groups

Yes No No Very

Source: Anthony Downs, The Brookings Institution.
Note: Darkened rows indicate benefits that (1) can have their incidences measured, (2) can have the value of those benefits
quantified in money terms, (3) have actually had the value of those benefits quantified in money terms by reliable
investigators, and (4) are very important to society.

Table 14.2
Can the Benefits of Sprawl Be Quantified in the Real World?
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paring relative benefits or benefits to costs. More-
over, for only three alleged benefits of sprawl have
quantified measures of value actually been carried
out by reliable investigators insofar as the authors’
research could determine. The three alleged benefits,
indicated by shaded rows in Table 14.2, are as fol-
lows:

• Lower land and housing costs. For this alleged
benefit, which presumably is attributable to out-
lying land being less expensive than land closer
in to the core, some econometric studies of the
gradient of land and housing prices (i.e., the slope
at which a graph of those prices declines with
distance from the center of the metropolitan area)
have been conducted. These are discussed in a
later section of this analysis.

• Shorter commuting times. The value of shorter
commuting times has been measured for differ-
ent populations and attempts have been made by
reliable investigators to value the costs in time
savings. Aggregating the results to all of society
is a complex process subject to significant error
and interpretation.

• Better-quality public schools. Measures of stu-
dent academic performance by schools are avail-
able in some but not all areas. Impacts of school
district performance upon home values have been
estimated by several relatively small-scale stud-
ies. Therefore, generalizing these results to the
nation as a whole would be subject to chal-
lenge as going beyond the scope of area-spe-
cific studies.

Thus, even for those alleged benefits of sprawl for
which economic values have been quantified, it is
difficult to translate those estimates into national
measures of the aggregate value of such benefits. And
for a majority of the benefits of sprawl—including
five that are regarded as potentially very important to
society—there is no practical way to estimate their
quantity for the nation as a whole. The present analy-
sis, then, suffers from the same condition that char-
acterizes other attempts to conduct cost–benefit stud-
ies of important policies actions: To determine
whether the benefits of sprawl exceed its costs, many
important but nonquantifiable benefits must be com-
pared to many important and quantifiable costs. Con-
sequently, the ultimate balancing of benefits versus
costs can be accomplished only by subjective esti-
mates of how important these nonquantifiable ben-

efits are compared to quantifiable costs. Of course,
those subjective judgments are colored by the val-
ues, views, and experiences of the persons making
them. Nevertheless, this portion of the analysis at-
tempts to quantify certain of these benefits in order
to convey some order-of-magnitude comprehension
about how they might compare to the detailed esti-
mates of the costs of sprawl presented elsewhere in
this study.

The Effect of Lower-Cost, Outlying
Land on Housing Costs

One of the alleged benefits of sprawl is that land far-
ther out from the center of any region is cheaper than
land closer to the center; therefore, housing prices
are believed to decrease with distance from the cen-
ter. Two key numbers are needed: (1) the rate at which
housing prices fall with distance from the center, and
(2) the influence of the length of distance caused by
sprawl compared to the distance attributable to other
possible forms of growth.

In reality, housing prices are influenced by myriad
factors other than the distance of each house from
the center of the region. Therefore, without including
other factors, simple measures of variations in hous-
ing prices with variations in distance from the center
are not reliable indicators of the influence of distance-
related price differences.

A Washington, D.C., Region Test

In the Washington, D.C., metropolitan area, average
1999 sales prices of housing units sold in each postal
zip code have very low correlation (less than 0.05)
with the distance of the center of each zip code from
either downtown Washington, D.C., or from Tyson’s
Corner, a large outlying employment center in Fairfax
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County, Virginia. In order to fully isolate the rela-
tionship between housing prices and distance from
the center, it is necessary to conduct regression analy-
ses of the traits of individual housing units (number
of bedrooms and baths, size and type of structure,
presence or absence of air conditioning, distance from
the downtown, and so on) for a large sample of units
in a single region or many regions. Such analysis has
not been undertaken for the Washington, D.C., area
insofar as the authors of this report could determine.

A San Francisco Bay Area Analysis

Kara Kockelman (1996) conducted a study of hous-
ing prices in the San Francisco Bay Area in which
she regressed many variables against home prices per
square foot for units throughout the area. One of the
variables analyzed by Kockelman is distance from
the San Francisco CBD in miles. The feasible gener-
alized least-squares regression coefficient for this
variable is -7.502e+4, which implies a $7,502 de-
crease in the price of a home for each additional mile
from the San Francisco central business district (CBD)
that the home is located. A similar coefficient for the
San Jose CBD implies a decrease in price of $1,632

per mile from that location, but another regression
coefficient implies that distance from the Oakland
CBD adds to home value by $7,888 per mile. These
calculations are based on 1990 census data employ-
ing 1989 housing prices. The relationships of distance
from the CBD and housing prices are complex: Move-
ment from the San Francisco CBD southward toward
San Jose both decreases value because of greater dis-
tance from San Francisco but increases value because
of greater proximity to San Jose. Movement in the
direction of Oakland finds decreases in value from
San Francisco but increases in value relative to
Oakland.

A Los Angeles–Region Analysis

Another analysis of the relationship between distance
from the CBD and home prices in various neighbor-
hoods was undertaken by Denise DiPasquale and Mat-
thew E. Kahn (1999), using 1990 data for the Los
Angeles area. These researchers employed three dif-
ferent regressions that used home prices as the de-
pendent variable and distance from the Los Angeles
CBD as one of the independent variables. The data-
base contained more than 70,000 home prices but
included average distances to only 58 districts in
which those 70,000 homes were located. The regres-
sion with the highest adjusted R-square (0.402)
showed that a one-mile increase in distance from the
CBD would reduce the price of a home by 6.04 per-
cent—at least in the vicinity of the average distance
from the CBD, which was 14.4 miles. Since the aver-
age home price in the sample was $239,986, that trans-
lates to a decrease of $20,879 per mile. Intuitively,
this seems like a very high estimate, but there are no
other studies to refute the findings. The lowest esti-
mate in these three regressions was a one-mile price
drop of 4.0 percent, or $13,679; this regression had
an adjusted R-square of 0.389.

Another Los Angeles Regional
Study

To test further whether distance from downtown has
significant impact upon housing prices, this study
analyzed the relationship between housing sales prices
in January 2000 and distances from (1) downtown Los
Angeles, and (2) the Pacific Ocean, for 107 munici-
palities in Los Angeles, Riverside, and San Bernar-
dino counties in California. Distances were measured
in straight-line miles between the center of each mu-
nicipality and the two end points, regardless of the
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terrain and topographical features separating the two
ends of each line. Several regressions were run, with
recent home sales prices as the dependent variable
(data from the California Association of Realtors) and
different sets of independent variables.1  The simple
correlation between home prices and distance of each
municipality from the CBD is -0.3452, which implies
that home prices decline with increasing distance from
the center of Los Angeles. A regression run with dis-
tance from the CBD as the only independent variable
showed that this variable was statistically significant,
though the adjusted R-square was only 0.127. Its coef-
ficient implied that an increase in distance from the CBD
of one mile would reduce the price of the median-
priced home ($227,353) by $3,054, or 1.35 percent.

However, adding more independent variables changes
this implication enormously. If both 1999 municipal
population and distance from the Pacific Ocean are
added, the R-square increases to 0.270, but the dis-
tance to the CBD loses all of its statistical signifi-
cance. Instead, the other two variables are statisti-
cally significant at the 0.05 level. Their coefficients
imply that an increase in distance from the Pacific
Ocean of one mile would reduce the median home
price by $4,363, or 1.92 percent. However, these two
distance variables are colinear (0.7244) because, in
many cases, increasing distance from the ocean also
means increasing distance from the CBD, which is at
the ocean edge. Moreover, most of the new housing
construction in the greater Los Angeles region is oc-
curring east of downtown, which is also farther in-
land from the ocean. Thus, it could be true that mov-
ing farther away from the center of the region
would enable households to reduce their housing
costs somewhat.

Adding still more independent variables increases the
adjusted R-square. For example, including 1989 me-
dian household income in such a regression increases
the adjusted R-square to 0.5866 even though the in-
come data are 10 years old, because there is a 0.68
correlation between 1989 incomes and 2000 home
prices. In that regression, 1989 median income, 1999
population, and distance from the Pacific Ocean are
all statistically significant at the 0.05 level. The coef-
ficients imply that moving one mile inland from the
ocean reduces the median current home price by
$3,537. However, moving one mile farther from the
CBD in any direction increases that home price by
$281, and this estimate is not statistically significant.
This regression shows that, in the Los Angeles area,
moving inland away from the CBD (that is, to the
east, northeast, or southeast) definitely and signifi-
cantly results in lower home prices. Moving west from
downtown (toward the ocean) does not increase
sprawl, because that area is already fully built up.
Therefore, this evidence tends to confirm the theory
that sprawling farther out from the center of a re-
gion provides the benefit of lower housing prices.

Extra costs of driving farther out. Are lower housing
prices enough to more than offset the higher cost of
increased commuting distance? A one-mile increase
in daily commuting trips is two added miles per day
on each of 240 working days, or 480 total miles trav-
eled. If the commuter’s car gets 20 miles per gallon
and regular gasoline costs $1.50 per gallon, that is a
marginal driving cost of 7.5 cents per mile for fuel,
plus, say, 2.5 cents for other operating expenses, for
a total of 10 cents per mile. So the marginal cost of
driving another 480 miles over the course of a year is
$48. At an average speed of 25 miles per hour, each
mile would take 2.4 minutes; thus, the total time added
over an entire year would amount to 19.2 hours. Per-
sonal income per capita in California was $27,503 in
1998. If that figure is translated into the commuter’s
annual wage for 240 working days of eight hours each
day, it is equivalent to an hourly wage of $14.32. If
the commuter values his or her commuting time at
half the hourly wage, that would be $7.16 per hour,
or $138 for the 19.2 hours of extra time per year; the
total added driving cost, therefore, would be $186
per year. This annual figure, capitalized at an interest
rate of 8 percent, amounts to a capital charge of
$2,325—34 percent below the home price saving of
$3,537 realized from driving that extra one mile twice
each workday. These calculations indicate that it be-
hooves the commuter to drive farther out for lower
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home prices—at least in the high-priced Southern
California housing market.2

Moreover, this statistical analysis underestimates the
benefits of moving farther out because it deals only
with home sales prices, not with the specific ameni-
ties “purchased” with a given price in each different
community. It is well known that a particular
amount—say, $200,000—will buy a much larger
home, a bigger lot, and more on-site or in-house
amenities in an inland city like Riverside than in a
coastal city like Santa Monica. However, it is not
possible to estimate the size of this additional benefit
without a detailed hedonic analysis (standardizing for
amenities) of all aspects of each home sold. Adequate
data on these variables are not available.

How much savings is needed to offset higher driving
costs? Another approach to this subject is calculat-
ing the amount of home-price savings that would be
necessary to offset increased travel costs and time
losses from commuting farther out. The preceding
analysis indicates that the total cost of driving one
additional mile each day to and from work equates to
$186 per year in California, of which $138 is the cost
allocated to the added time consumed by driving. The
wage rate used in that computation should be adjusted
downward by 4 percent to compensate for the fact
that personal incomes per capita are slightly higher
in California than in the nation as a whole. This ad-
justment reduces the annual time cost calculated in
the preceding analysis by $5.52 to $132.48. With
operating costs of $48, the total annual cost derived
is $180.48. Capitalized at 8 percent, that equals a one-
time capital cost of $2,256. The median sales price
of existing single-family homes in the United States
in 1999 was $133,300. Therefore, the price of the
median home would have to decline more than
1.69 percent per mile as distance from the center of
the region increased to make the extra costs of com-

muting worthwhile. This seems like a realistic possi-
bility, based upon information presented in this study
and other surveyed sources of information.

A Chicago-Region Analysis

As a further check of whether distance from the cen-
ter of a region influences housing prices, a regres-
sion analysis was conducted relating the median 1990
home values in 117 suburbs of Chicago as the depen-
dent variable with straight-line distance from the Sears
Tower in downtown Chicago and median 1989 house-
hold incomes in the same suburbs as the dependent
variables. The simple correlation between home val-
ues and household incomes was an extremely high
0.927, whereas the simple correlation between home
values and straight-line distance from the Sears Tower
was a very low -0.038. These relationships resulted
in a regression with a high adjusted R-square of
0.8649, with both variables statistically significant at
the 0.05 percent level. However, the coefficient of
the distance-to-downtown-Chicago variable was very
low: It implies that a one-mile increase in distance
from downtown Chicago would cause a decline in
home value of only $697, or 0.54 percent of the me-
dian home value of $128,695.

As a further refinement, variables denoting the sub-
urban sectoral locations of the individual communi-
ties were added to the regression: one variable for
being in the northern sector, away from downtown
Chicago (north of Chicago and east of U.S. Route
12), and one for being in the southern sector (south
of Chicago and east of Interstate 55). A value of one
was assigned to all cities in each of these sectors and
a value of zero to cities not in them. This increased
the adjusted R-square slightly, to 0.8811. All four in-
dependent variables were statistically significant at
the 0.05 level. The coefficients of the sectoral vari-
ables indicated that cities in the southern sector suf-
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2 These calculations further underestimate the savings from
moving farther out, because the time costs of greater
commuting do not require cash outlays, whereas paying
more for a home does involve larger cash outlays in addition
to interest over time. Further, the calculations illustrated in
the text used a capitalization rate of 8 percent because of
relatively low current interest rates. If a 10 percent rate is
used instead, the savings of moving one mile farther out
are increased because the costs of travel are then 48 percent
below the lower cost of the home, as estimated from the
regressions.
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fered a home-value penalty of $16,257, or 12.6 per-
cent of the mean home value in the entire set. Cities
in the northern sector realized an increase in their
home values of $16,007, or 12.4 percent of the me-
dian home value. In this regression, the loss of value
for each mile of distance away from downtown Chi-
cago was $845, or only 0.657 percent of the median
home value. However, even this small coefficient
shows that homebuyers willing to move 10 miles far-
ther out from downtown could save $8,450, and those
willing to move 20 miles farther out could save
$16,900.3

These results reflect the fact that incomes in north-
ern-sector communities surrounding Chicago are sub-
stantially higher than those in southern-sector com-
munities. (Similar variables used for the northwestern,
southwestern, and western sectors showed neither sta-
tistical significance nor sizable coefficients.) Differ-
ences in household incomes and home values for all
five sectors included in this analysis are shown in
Table 14.3. These results indicate that the impact upon

home values of distance outward from the center of a
region is heavily influenced by which sector of the
region is involved. In nearly every metropolitan area,
certain “most-favored sectors” contain disproportion-
ately high shares of the wealthier households in the
region, whereas other “least-favored sectors” contain
disproportionately high shares of the poorer house-
holds in the region. The influence of such sectors upon
home values is significant, regardless of a home’s
distance from the region’s center.

The preceding analysis showed that the housing cost
savings from moving farther out in the Chicago re-
gion would be less than offset by the capitalized value
of the additional operating costs required to drive the
extra distances commuting both ways each day. This
conclusion assumes that those commuting distances
would increase by the extra distance from the region’s
center necessary to reduce housing costs. Based upon
these 1990 Chicago-area data, therefore, it would not
be worthwhile to drive farther out to achieve hous-
ing-cost savings.

By 1999, the median value of single-family homes
sold in the entire Chicago region rose to $171,000
(National Association of Realtors 2000). If the same
percentages as applied in 1990 were used against this
median value, the amount saved by moving one mile
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3 The variable for 1990 community population was also
tested in several regressions, but it had a very low
correlation with home values and was never statistically
significant.
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farther out would be $1,122. This is still not enough
to outweigh the added costs of driving the additional
mile twice a day, which would equate to about $2,256
according to the preceding analysis. But $1,656 of
that capitalized added cost consists of a money value
assigned to the time consumed in that extra commut-
ing. Only $600 of the total capitalized value is attrib-
utable to cash outlays for operating costs. Thus, if a
commuter believes that the capitalized value of the
extra 19.2 hours consumed by driving this additional
mile is worth less than $1,122 minus $600, or $522,
then he or she might deem it worthwhile to drive out
farther to buy a less-expensive home. If the $522 sav-
ings is capitalized with an 8 percent capitalization rate,
this figure amounts to an annual cost of $522 times
0.08, or $41.76, to account for those 19.2 extra hours,
or implied time-cost of $2.18 per hour. The house-
hold would have to value its commuting time at less
than $2.18 per hour for this trade-off to be economi-
cally worthwhile—a value judgment for the readers
and each household to decide.

An Atlanta-Region Analysis

As yet another check on whether distance from down-
town has any influence on home prices, a multiple
regression analysis was conducted of 1990 median
home values in 19 suburban communities on all sides
of Atlanta. This is not a large sample of places, but it
was the largest sample for which data were available.
The dependent variable was the median value of
homes as reported in the 1990 Census. The indepen-

dent variables used in various combinations were the
1990 population of each place, the 1989 median in-
come of its households, the distance of the center of
that place from the State Capitol building in down-
town Atlanta as measured in a straight line, and in
which of the four directional quadrants, relative to
the State Capitol, that place was located (that is, north,
south, east, or west). There was no significant rela-
tionship between distance from downtown and home
prices in any of the many combinations of variables
used in the regressions, although the sign was always
consistent with the view that home values decline as
that distance increases. The correlation between those
home values and distance was -0.1037. Because me-
dian incomes were highly correlated with home val-
ues (their correlation was 0.8896), regressions con-
taining median income had high R-square values. In
no equation was distance to the downtown statisti-
cally significant as an explanation for home values; it
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Sector
Number of

Cities

Average
1989

Household
Income

($)

Percentage
Difference
from All-

Sector
Average

Average
1990 Home
Value  ($)

Percentage
Difference
from All-

Sector
Average

Average
Distance to
Downtown

Chicago
(in miles)

Percentage
Difference
from All-

Sector
Average

North 21 63,074 27.73 193,914 50.68 23.4 9.35

South 30 41,533 -15.89 86,113 -33.09 19.5 -8.88

West 42 48,255 -2.28 127,136 -1.21 19.8 -7.48

Northwest 17 50,777 2.83 132,865 3.24 27.4 28.04

Southwest 7 45,265 -8.33 114,757 -10.83 18.4 -14.02

All sectors 117 49,379 0 128,695 0 21.4 0

South and
Southwest 37 42,239 -14.46 91,532 -28.88 19.3 -9.81

North and
Northwest 38 57,573 16.59 166,603 29.46 25.2 17.76
Source: Anthony Downs, The Brookings Institution.

Table 14.3
Sector Results of Analysis of Distance from Downtown Chicago
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never had a t-value even close to 1.0. Presence in the
northern quadrant had a 0.498 correlation with home
values, whereas presence in the other three quadrants
had low correlations with home values. This analy-
sis, with its limitations, found no meaningful decline
in home values as distance from the center of the At-
lanta metropolitan area increased.

An Analysis of Standard Homes in
Washington, D.C., Metropolitan
Area Subdivisions Being Built by a
Single Developer

To test the hypothesis that home prices for identical
units tend to decline with distance from the center of
a region, the sales prices of five standardized new
homes being sold by Ryan Homes in various new
subdivisions in the Washington, D.C., metropolitan
area were analyzed. Ryan Homes is the largest
homebuilder in the nation in terms of numbers of units
built each year; it is also the largest in the Washing-
ton, D.C., metropolitan area. The Ryan Homes Web
site lists more than a dozen new subdivisions being
built by Ryan in the Washington area. It also shows
photographs of each of the major single-family home
models offered by subdivision, along with their ap-
proximate sales prices (stated as “Mid $330s,” “Low
$190s,” and so on). Several models are offered in
more than one subdivision, but at different prices. The
distance of each subdivision from downtown Wash-
ington, D.C., in straight-line miles was measured; this
distance was used as an independent variable in re-
gressions in which the estimated price of a standard
model served as the dependent variable. Because no
one home model appeared in large numbers in any
particular subdivision, each regression was based
upon a very small sample—less than 10 cases. In
addition, each regression had only one independent
variable tested against the dependent variable, which
was the price of that model home in each subdivi-
sion. Because the home models in each regression
were identical, however, there was no need to include
separate independent variables for all the traits of the
homes themselves, such as number of bedrooms and
baths, square feet of floor space, lot size, and the like.

Separate regressions were run for five different home
models, each of which was being built in a different
set of subdivisions. The greatest variation in price
for a single model was for a “Victoria” model, which
had a low price of $192,500 in Fredericksburg, Vir-
ginia (48 miles from Washington) and a high price of

$437,500 in Alexandria, Virginia (18 miles from
Washington)—2.27 times the lowest price. In all five
regressions, the coefficient for distance from Wash-
ington had the expected negative sign, implying that
home prices decrease with greater distance from the
core. The simple correlations between home prices
and distance to downtown ranged from -0.6138 to -
0.8898, and the distance variable was statistically sig-
nificant in all five regressions. The R-square values
for the regressions ranged from a low of 0.38 to a
high of 0.79. Most striking, the coefficients for dis-
tance all indicated that moving one mile farther out
from downtown Washington would reduce the aver-
age price of each model home tested by between 1.23
and 1.43 percent—a remarkably narrow range. The
average of these percentages was -1.32. This analy-
sis supports the hypothesis that home prices decline
with greater distance from the center of a region,
other things being equal. (In this case, the “other
things” that were equal included all the variable traits
of each home.) However, it does not directly answer
one question: Do home prices fall fast enough with
greater distance to overcome the resulting increased
costs of longer commuting? An earlier section of this
chapter estimated that the capitalized value of the
added cost of commuting one mile each way every
workday is about $2,256 per year, including the value
of the extra time required. For a savings of 1.32 per-
cent of a home’s value to exceed that cost, the home
would have to be priced at more than $170,900. In
1999, the median prices of existing single-family
homes sold in 15 metropolitan areas of the United
States exceeded that price, according to the National
Association of Realtors (2000).4  Moreover, these
15 metropolitan regions contained 64.5 million resi-
dents in 1996, or 24.3 percent of the nation’s total
population. Thus, it seems likely that a great many
housing consumers will find it worthwhile to move
farther out from the center of their regions in order to
buy homes at lower cost. Insofar as that is the case,
this is a notable benefit of sprawl.

However, the aggregate benefit of such outward
movement is not as large as might be suggested. In
the 15 high-cost metropolitan areas mentioned above,

4 The 15 areas were Los Angeles, San Francisco, San Diego,
and Orange County in California; Washington, D.C.; New
York City and Nassau–Suffolk in New York; Boston;
Chicago; Denver; Honolulu; Seattle; Newark, New Jersey;
and Bergen/Passaic and Middlesex/Somerset/ Hunterdon
counties in New Jersey.
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developers were building approximately 143,000 new
single-family homes per year in the late 1990s. The
median price of new homes in these areas was about
16.1 percent higher than the sales prices of existing
homes, based upon national ratios (U.S. Department
of Housing and Urban Development 1999). This ra-
tio makes it possible to compute the median prices of
new homes for each metropolitan area since data on
prices of existing single-family homes sold are avail-
able. Assume that moving one mile farther out from
the region’s center would save 1.32 percent of the
median price of a new home in each region, as com-
puted earlier. Then subtract the capitalized cost of
commuting that one mile every working day for a year
($2,256—the figure computed earlier) to yield the
net benefit to homebuyers of moving one mile far-
ther out in each region. The average net benefit real-
ized in these 15 high-cost regions is $1,151. Then,
further assumptions must be made about what per-
centage of homebuyers in each region would be will-
ing to move farther out, and how much farther out
they would move, on average. If 10 percent of new
buyers of single-family homes are willing to move
farther out by an average of 10 miles—both high as-
sumptions—then the total annual net savings in all
15 metropolitan areas combined would be about
$114.4 million. That is a small amount compared to
the total annual added costs of sprawl as computed in
this study, which exceed $10 billion per year nation-

wide. If 50 percent of new homebuyers move out an
average of 10 miles, the total net housing cost saving
in these regions is $572 million. That would be more
than 5 percent of the total added cost of sprawl com-
pared to more compact growth patterns throughout
the nation. But it seems unlikely that such a high frac-
tion of new homebuyers would be willing to move
that far out. Savings in other parts of the nation are
irrelevant, since they would not exceed the added cost
of driving farther out to achieve them, based on the
lower home prices in those other regions. In sum-
mary, the total savings in housing costs from driving
farther out are not likely in themselves to offset the
total added costs of sprawl as computed in other parts
of this study.

Conclusions about the Effect of
Outlying Land on Housing Costs

The net results of the calculations set forth above —
some complex, some simple—present preliminary
evidence that home prices decline with distance from
the center of a region. However, prices do not neces-
sarily decrease enough to make it profitable for
households to move farther out to save money, ex-
cept in relatively high-cost housing markets. On the
other hand, these calculations do not deny that pos-
sibility either—especially since many U.S. housing
markets have high costs. Furthermore, millions of
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households have moved farther out because they
thought they could purchase housing at lower prices
by doing so or that their housing dollar would pur-
chase more house for the same amount of money.
Moreover, it is well established in the home-building
business that such behavior by consumers is sensible,
because land is undeniably cheaper farther out from
the region’s center. This behavior has even spawned
a popular slogan: “Drive until you qualify!” There-
fore, the weight of household behavior gives credence
to the argument that sprawl permits people to buy
distantly located homes at lower prices than they
would have to pay for closer-in homes, per unit of
housing quality received, despite the greater travel
costs as measured by dollar and time expenditures.

Housing Benefits Stemming from
Larger Outlying Lot Sizes

The analysis of housing densities presented in an ear-
lier part of this study recognizes that the lower cost

of farther-out land out encourages people to build
housing at lower average densities than on sites closer
to the core. This provides more land per dwelling and
larger dwelling structures (more square feet per oc-
cupant). Both of these traits can be considered ben-
efits of sprawl.

Table 14.4 (concerning the uncontrolled-growth sce-
nario) presents single-family detached dwelling-unit
densities (dwelling units per acre) for different re-
gions. These numbers show that lot sizes are larger in
farther-out areas, on the average, as shown in
Table 14.5.

The average owner of a single-family detached dwell-
ing in the developed portion of an urban or urban
center county has a lot size less than half that of the
average lot size in the developed portion of an unde-
veloped or rural county. In undeveloped portions of
these counties (see Table 14.5), the owner in an ur-
ban or urban center county has an average lot size

Undeveloped Rural Rural Center Suburban
Urban/Urban

Center

Census Division Developed
Un-

developed Developed
Un-

developed Developed
Un-

developed Developed
Un-

developed

New England 1.46 0.73 2.19 1.97 3.29 2.56 7.67 6.58
Mid-Atlantic 2.37 1.19 3.56 1.78 5.34 4.15 12.46 10.68
East North Central 3.06 0.95 3.82 1.42 4.26 1.89 6.63 3.44
West North Central 2.93 0.91 3.66 1.36 4.09 1.82 6.36 3.30
South Atlantic 3.15 0.58 4.73 0.87 6.25 3.20 6.25 3.20
East South Central 4.15 0.77 6.22 1.15 8.23 4.21 8.23 4.21
West South Central 3.64 0.67 5.45 1.01 7.22 3.39 7.22 3.69
Mountain 4.22 0.78 6.32 1.17 8.37 4.28 8.37 4.28
Pacific 4.99 0.92 7.49 1.38 9.91 5.07 9.91 5.07

Average 3.63 0.83 4.87 1.37 6.32 3.48 8.122 5.06

Source: Center for Urban Policy Research, Rutgers University.

Type of County
Dwellings per

Acre—Developed
Average Lot Size in

Sq. Ft.
Dwellings per

Acre—Undeveloped
Average Lot Size in

Sq. Ft.

Undeveloped/Rural 3.63 12,000 0.833 52,293
Rural Center 4.87 8,945 1.370 31,795
Suburban 6.32 6,892 3.478 12,524
Urban/Urban Center 8.12 5,363 5.060 8,609

Source: The Brookings Institution.

Table 14.4
Dwelling-Unit Density per Acre for Single-Family Detached Housing

by Division—Uncontrolled-Growth Scenario

Table 14.5
Lot Sizes and Dwelling Unit per Acre by Type of Area
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only one-sixth the size of the lot in an undeveloped
or rural county. Even suburban lot sizes are signifi-
cantly larger than those in urban or urban center ar-
eas: 28.5 percent larger in developed portions and
42.3 percent larger in undeveloped portions. Similar
conclusions would apply to the other types of dwell-
ings listed in Table 14.4: single-family detached,
multifamily, and manufactured homes. More land
provides the opportunity to commune with nature,
larger play spaces for children, more gardening space,
and so on, for those who live farther out than those
who live closer in. Larger lot sizes, therefore, add
value to the home both economically and by the
healthy psychological benefits that accrue to the resi-
dents.

There are no national data readily available about
changes in lot sizes and land prices with distance from
the center of metropolitan areas. However, anecdotal
evidence from the Twin Cities region indicates that a
homebuyer of a typical close-in urban lot measuring
85 by 130 feet (11,050 square feet, or about one-fourth
of an acre) will pay more for that land than a
homebuyer in a fringe location who purchases a home
on as much as one to two acres. For purposes of analy-
sis, an assumption will be made that the first lot—
fully developed with utilities and roads—costs
$55,000, or $5 per square foot, whereas the second
lot of one acre costs $43,560, or $1 per square foot.
The buyer of the second lot, therefore, purchases four
times as many square feet for 21 percent less money.
How do we evaluate this advantage of bigger lot size
farther out in this case? If the second buyer purchased
only an 11,000-square-foot lot at the same price of
$1 per square foot, the owner would save $44,000
compared to buying the urban lot of the same size.
But the value of more land on a house lot typically
rises much less than in direct proportion to increases
in the size of the lot. Therefore, that “extra” land
would not be worth $44,000, because the $11,000

difference for the farther-out lot would be more than
$1 per square foot. One can make an arbitrary as-
sumption that the value of this “extra” land would be
only about one-fourth of the added cost at the same
$1-per-square-foot rate, or about $11,000.

The lot sizes in different types of areas set forth in
Table 14.5 suggest that, in developed counties, the
ratio of lot sizes to the smallest size (that in an urban-
ized county or urban center) is as follows: Suburban—
1.285 to 1; Rural Center—1.668 to 1; Undeveloped
or Rural—2.238 to 1. In undeveloped counties, these
ratios are 1.455, 3.693, and 6.074 to 1, respectively.
To be conservative, it will be assumed that, within
developed counties, all four sizes of lots have the same
market value, which means that the larger lots have
much lower values per square foot. (In reality, the
larger, farther-out lots would cost less than the urban
lots despite their bigger sizes.) If a buyer of an urban
lot containing 5,363 square feet pays the same amount
as a buyer of a rural lot containing 12,000 square feet,
the second buyer receives an “excess value” of 6,637
square feet, or an area increase of 138 percent. (This
is analogous to the concept of “consumer surplus” in
traditional economic theory—an amount by which the
value received by consumers for some good or ser-
vice in their own estimation exceeds the money
amount they have to pay for it.) But this “excess value”
is not 138 percent of the value of the urban lot, be-
cause increases in lot size have less-than-proportional
value in financial terms. It will be assumed that the
“excess value” is worth only one-fourth of what it
would be on a proportional basis; thus, it would be
worth 34.5 percent of the value of the urban lot. An-
other assumption is that urban lots comprise about
20 to 25 percent of the market values of the homes
on them and the lot combined, or an average of
22.5 percent. Thus, if the home price of the dwelling
on the urban lot is $163,000 (the median price of new
single-family homes built in the United States during
the fourth quarter of 1999), then the land cost is
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22.5 percent of that amount, or $36,675 for
5,363 square feet, which equals $6.89 per square foot.
The “excess value” of the rural lot is 34.5 percent of
$36,675, or $12,652. This is a crude measure of the
unpaid “welfare” benefit that the buyer of the rural
home receives because land prices are cheaper in the
more distant location than in the urbanized area of
the region. Similar calculations show that the excess
value of a suburban lot over an urban lot in a devel-
oped county is $2,613; that of a rural center lot over
an urban lot is $6,125.

Housing Benefits Stemming from
Larger Dwelling-Unit Sizes on
Outlying Lots

Similarly, average housing-unit sizes are larger in far-
ther-out areas than in closer-in areas for the follow-
ing reasons.

• Land costs are lower farther out, making it pos-
sible to have room for larger dwellings at less
additional cost.

• New housing units have been rising in average
size over time, and the newest units are concen-
trated on the farthest-out edges of settlement.

• With greater distance from the center, the mix of
housing-unit types changes toward more single-
family detached housing and less multifamily
housing; further, single-family detached units are
larger, on the average, than the other types.

• Higher-income households move outward be-
cause their desire for land and space increases
with income; therefore, they seek locations where
they can purchase land less expensively—and
such households tend to have larger housing units
than less-affluent households.

The earlier analysis of densities in this report does
not specify dwelling-unit sizes, and there are no
readily available data on variations in housing-unit
size by distance from the center of each metropolitan
region. Therefore, it is presently impossible to quan-
tify this benefit produced by sprawl.

The Benefit of Providing Americans
with the Type of Low-Density Living
They Prefer

The widely touted ideal of the “American Dream”
lifestyle has long included ownership of a detached
single-family home on a sizable lot. That concept,
put into practice over any large proportion of a
region’s territory, implies relatively low residential
density. Proponents of sprawl claim such low density
is superior to more compact forms of development
because it provides a higher proportion of all resi-
dents of a region with the form of living they most
desire. In 1975, a Roper poll asked the following
question:

We often hear people talk about what they want
out of life. Here is a number of different things.
(Card shown to respondent.) When you think of
the good life—the life you’d like to have—which
of the things on this list, if any, are part of that
good life as far as you personally are concerned?

The highest-scoring item was “a home you own”;
about 85 percent of Americans interviewed consid-
ered owning their own home part of “the good life”
(Roper Reports 76–1 as cited in Struyk [1976]).

In 1997, Fannie Mae conducted a “National Housing
Survey,” asking 1,652 people in all parts of the na-
tion about their housing preferences. Seventy-
one percent of those interviewed said that a “single-
family detached house with a yard on all sides” was
the “ideal” form of dwelling, compared to only 15 per-
cent who considered the “single-family attached
townhouse”—the second choice—“ideal.” Only
12 percent thought a multiple-family dwelling was
“ideal”—6 percent favoring one in a structure with
less than 10 units and 6 percent favoring one in a
structure with 10 or more units. The percentages of
persons interviewed who said they “could not live
with” a particular type of dwelling were 56 percent
for multifamily units in large structures, 52 percent
for such units in smaller structures, 37 percent for
duplexes or two-family houses, and 30 percent for
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attached single-family townhouses, but only 5 per-
cent for single-family detached homes. Clearly, single-
family detached homes are the preferred form of
dwelling among most American households (Fannie
Mae 1998). Moreover, far more Americans surveyed
in this study thought suburbs or small cities were bet-
ter places to live than large cities. This is shown by
the responses in Table 14.6.

These responses demonstrate Americans’ overwhelm-
ing preference for living in relatively low-density
environments rather than high-density ones, even
though 20 percent of the respondents said they had
grown up in a large city and 20 percent said they lived
in a large city at the time of the survey. That one-fifth
of the respondents lived in large cities is particularly
interesting because they were experiencing the ben-
efits of city living in 1997, at the time they were sur-
veyed. In addition, most respondents in Fannie Mae’s
1997 National Housing Survey stated that key condi-
tions of living were improving in suburbs far more
than in large cities. More than 70 percent thought that
was true of overcrowding, traffic, and congestion;
66 percent thought it was true of tensions between
groups and races; and 64 percent thought it was true
of crime, violence, and the prevalence of gangs.

In 1999, the National Association of Home Builders
(NAHB) conducted a written survey of 2,000 ran-
domly selected households to ascertain information
about their housing preferences. One question was:

You have two options: buying a $150,000
townhouse in an urban setting close to public
transportation, work, and shopping, or purchas-
ing a larger detached single-family home in an
outlying suburban area with longer distances to
work, public transportation, and shopping. Which
option would you choose?

Eighty-three percent of the respondents chose the
detached single-family home in a farther-out area;
only 17 percent chose the urban townhouse (NAHB
1999a). More surprising was the hostility expressed
by the respondents toward other forms of housing.
Seventy-eight percent opposed the construction of any
multifamily apartments in their neighborhoods;
77 percent opposed or strongly opposed the construc-
tion of smaller, higher-density homes in their neigh-
borhoods; and 54 percent opposed the building of
townhouses in their neighborhoods. When asked what
they would be willing to accept if they could not af-
ford to purchase the house of their choice, 58 percent

selected a location that was farther from shopping,
entertainment, and other services—in short, more dis-
tant and more exclusively residential.

Thus, it appears that most American households over
time have preferred, and still do prefer, living in
single-family detached homes in low-density settle-
ments as compared to more compact forms of resi-
dences and settlements. This conclusion supports the
view that sprawl is more congruent with the residen-
tial preferences of most Americans than are more
compact forms of settlement. However, it is not pos-
sible to fully quantify in financial terms the magni-
tude of this preference so that it can be directly com-
pared to the quantifiable costs of sprawl described
elsewhere in this report.

The Relationship between Sprawl
and Commuting Times

In 1990, commuting times for persons living in the
suburbs and working in some other part of the same
metropolitan area were somewhat shorter than for
persons living in central cities and working in some
other part of the same metropolitan area.5  This is
shown in Table 14.7, which presents average com-
muting travel times in minutes for four groups.

Sprawl typically moves workplaces and homes into
suburban locations, thereby somewhat shortening

Type of Place Where
You Would Like to Live

Percentage of
Respondents

Suburb near a large city 24
Small town not near a
city 24
Rural area 22
Medium to small city 20
Large city 9
Not sure 1

Source: Fannie Mae (1998).

Table 14.6
Type of Place Where Americans Would

Like to Live

5 However, overall commuting times for suburban residents
were slightly longer than for central-city residents because
a higher percentage of suburban residents commuted to
workplaces in other metropolitan areas, which involved
much longer distances. Data from Pisarski (1996, 87).
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average commute distances. Some urban economists
(Gordon and Richardson 1997) have argued that
sprawl prevents worse traffic congestion than would
be spawned if new development occurred in more
compact, higher-density settlement forms. However,
the advantage of lower average commuting times for
suburban residents is continually being eroded by their
increased automobile usage, which puts more cars
on the road during commuting and off-peak time pe-
riods. This is the concept of “induced travel.” Trans-
portation improvements that reduce travel time en-
courage people to travel more often. From 1980 to
1997, the number of automotive vehicles registered
in the United States rose by 52.0 million; U.S. popu-
lation increased by 40.5 million. There is some du-
plication in vehicle registrations across states, so that
the increase in registrations may be somewhat over-
stated; however, measures of the number of vehicles
in use have been corrected for that duplication. Nev-
ertheless, since 1980, the growth rate of the number
of automotive vehicles has been larger than the na-
tional population growth rate.

Furthermore, the average vehicle is being used more
intensively than in the past. In 1983, the average num-

ber of miles traveled per vehicle was 11,739; in 1990,
it was 15,000—an increase of 27.8 percent. Fig-
ure 14.1 shows the percentage increases in popula-
tion, households, number of vehicles, and total ve-
hicle-miles traveled in the United States from 1980
to 1995.

Vehicle-miles traveled (VMT) has risen more than
four times as fast as total population and twice as fast
as the number of vehicles, but commuting times re-
main fairly stable. Consequently, the lower densities
of outlying areas are being offset by more-intensive
use of vehicles, bringing increased traffic congestion
even to suburbs far from the core.6  Opponents of
sprawl argue that increased vehicle usage has occurred
in part because of the greater physical separation of
homes in sprawled areas from trip destinations like
workplace, shopping centers, schools, and doctors’
offices. So the degree to which sprawl actually has
shortened total travel times of all types—not just com-
muting—is unclear. This issue will be discussed in
the next section.

Sprawl Generates Less-Intensive
Traffic Congestion than Do More
Compact Settlements

Some proponents of sprawl maintain that one of its
benefits is the generation of less-intensive traffic con-
gestion than occurs in more compact development.7

Because all types of land use are more diffused un-
der sprawl than under compact development, the ve-
hicles used by any population of a given size have
more room to spread out than they do in densely
settled cities. They point out that traffic congestion is
normally worst in such high-density locations as
Manhattan, downtown Boston, downtown Chicago,
and San Francisco. Movement speeds are greater in
the suburbs, on average, because of less-intensive
congestion and the ability of drivers to use alterna-
tive routes.

Work Destination

Home Origin

Central-City
Workplaces

in Same
Metropolitan

Area

Suburban
Workplaces

in Same
Metropolitan

Area

Central-City
Residents 18.8 23.0
Suburban Residents 16.9 19.4

Source: Pisarski (1996, 87).

Table 14.7
Average Commuting Travel Times

for Four Groups
(in minutes)
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6 Data in this paragraph taken from U.S. Bureau of the
Census (1999 and earlier editions).

7 The leading proponents of this position are Peter Gordon
and Harry W. Richardson, who have written numerous
articles defending sprawl and attacking more compact
development. For example, see Gordon and Richardson
(1997).
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Evaluating this argument about traffic congestion
hinges on measuring different intensities of conges-
tion in very specific parts of metropolitan areas. One
of the characteristics of traffic congestion that makes
generalizations about it so difficult is that it can dif-
fer radically at various locations within the same
metropolitan area or city that are just a few blocks
from each other. Further, detailed micro measure-
ments of traffic congestion are difficult to find and
even harder to aggregate into meaningful generaliza-
tions; therefore, it is not possible to make a definitive
evaluation of this benefit of sprawl. However,
some aspects of the issues can be commented upon,
as follows:

• High-density areas usually are better served by
public transit than are low-density areas, and a
larger percentage of the populations of high-den-
sity areas travel by transit rather than by private
vehicles. A recent study by Edward Glaeser and
Jordan Rappaport (2000, Figure 9) showed that
public transit usage in cities without subway sys-
tems was about 12.5 percent for persons living
within one mile of the CBD, but declined steadily
with distance from that district to less than 5 per-
cent from five miles outward. In cities with sub-
way systems, public transit usage was more than
40 percent for persons living within five miles
of the CBD, declining steadily beyond that point
though remaining at more than 25 percent at
10 miles out.

Since densities are usually highest near the city’s
center, these findings indicate that many residents
living in the densest areas do not depend upon
private automotive vehicles for transportation.
This certainly offsets to some degree the effects
of concentrated population (and thus more po-
tential car drivers) in each square mile in denser
areas.

• Walking from home to work or to other destina-
tions is also most prevalent in relatively high-
density neighborhoods, further reducing the per-
centage of private-vehicle trips there. In 1990,
large cities with the highest percentages of resi-
dents walking to work—in descending order of
their percentages—were New York (6.7 percent),
Pittsburgh (5 percent), San Diego (4.6 percent),
Milwaukee (4.1 percent), Washington, D.C.
(4 percent), and San Francisco (3.5 percent)
(Pisarski 1996).
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Thus, it can be argued that central-city locations do
not have a 1-to-1 relationship of congestion based on
the presence of population and average automobile
use.

Sprawl as Compared to Compact
Growth Reduces Total Travel Costs

Some proponents of sprawl claim that its heavy reli-
ance on private automotive vehicle transportation
generates lower total transportation costs in each
metropolitan area than would occur under compact
forms of growth that rely more on public transit. This
benefit results because the per-passenger-mile cost
of movement is greater for public transit than for pri-
vate automotive vehicles. Chapter 11 of this study pre-
sents estimates of the per-passenger-mile costs of both
modes of travel. A weighted average per-passenger-
mile cost of bus and rail transit combined is estimated
at 60.0 cents; the per-passenger-mile cost of private-
vehicle travel of all types (not just worktrips) is esti-
mated at 47.2 cents, or 21 percent less. At first glance,
these data seem to support the position of sprawl pro-
ponents.

However, the total number of miles traveled in sprawl-
ing communities is likely to be much greater than that
traveled in more compact communities because
greater average distances separate residences from
other destinations in outlying areas. Chapter 11 also
estimates that, among persons with annual incomes
of $15,000 to $39,999, the average daily distances
traveled by persons who use private vehicles only is
18 miles in urban areas, 22 miles in suburban areas,
27 miles in exurban areas, and 31 miles in rural ar-
eas. Similar figures have been observed for other pri-
vate-vehicle users with varying income levels, calcu-
lated for the same spatial classifications. Even people
in the same income group as cited above who use

transit travel only an average of 12 miles in urban
areas and 22 miles in suburban areas.

Chapter 11 also analyzes the aggregate effect upon
miles traveled each day of the increase in population
between 2000 and 2025 under two scenarios: uncon-
trolled growth and controlled growth. That increase
in population would generate 1.228 billion more pas-
senger-miles in both private vehicles and transit com-
bined under the uncontrolled-growth scenario, and
1.179 billion more such miles under the controlled-
growth scenario, for a difference of 49.56 million
miles per day. In percentage terms, this is about 4 per-
cent per day. The reduction is equivalent to about
15.5 billion miles per year (counting the full distance
for each of 251 working days and half that distance
for each of the other 104 weekend days). This differ-
ence is then translated into an estimate of travel-cost
savings, including capital costs, operating costs, en-
vironmental costs, other social costs, and time costs.
The total cost of the added population’s movement is
estimated to be $986.6 million per day under the un-
controlled-growth scenario and $962.5 million under
the controlled-growth scenario, for a difference of
$24.1 million per day, or a 2.4 percent reduction. Over
an entire year, this cost savings from nationwide adop-
tion of compact growth would be $7.5 billion (using
the same calculation method as cited above for travel
times). More than 40 percent of this cost reduction
would consist of lower costs of travel time, computed
at one-half the hourly earnings of each income group,
multiplied by the hours saved. Two important con-
clusions emerge from this analysis:

• The total cost of additional travel from 2000 to
2025 would be larger under the uncontrolled-
growth scenario than the controlled-growth sce-
nario. Thus, sprawl does not generate a social
benefit of lower total travel costs compared to
more compact growth; in fact, total travel costs
would be higher under sprawl.

• The travel-cost savings from adopting the con-
trolled-growth scenario  compared to the uncon-
trolled-growth scenario are extremely small in
comparison to the total national costs of travel
by private vehicle and transit. Table 11.29 in this
report estimates that the total added daily travel
costs in the uncontrolled-growth scenario from
2000 to 2025 will be about $986.6 million for
an increase in population of 48.47 million per-
sons, or an average daily travel cost of $20.35
per person. If that average is applied to the total
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U.S. population of 281.4 million in 2000, then
total travel costs per day in private vehicles and
on public transit in that year would be about
$5.730 billion. The total savings per day
achieved by shifting future growth from 2000 to
2025 completely from the uncontrolled-growth
scenario to the controlled-growth scenario would
be $24.7 million. That savings equals only
0.43 percent of the total cost per day of such
transportation in 2000. Applying the same $20.35
daily travel cost per person to the estimated U.S.
population of 342.2 million in 2025 shows that
the total cost of travel in that year would equal
about $6.956 billion per day. So the total sav-
ings per day achieved by shifting future growth
from 2000 to 2025 completely from the uncon-
trolled-growth scenario to the controlled-growth
scenario would save only 0.35 percent of total
transportation costs in 2025.

Moreover, these cost-savings estimates assume
that most of the future metropolitan growth that
could be shifted from uncontrolled to controlled
growth would, in fact, be so shifted. Moving from
the former scenario, which is now almost uni-
versally prevalent, to the latter, which is ex-
tremely rare, would be a radical change in policy
in American metropolitan areas. It is certainly
not likely to occur in a majority of the areas to
which it has been theoretically applied in this
study. If only 20 percent of the nation’s future
growth from 2000 to 2025 were shifted from the
uncontrolled-growth scenario to the controlled-
growth scenario—an extremely high estimate of
what is probable—then the transportation cost
savings of that shift would be about 0.1 percent
of the total of such costs in 2000 and 0.08 per-
cent of those costs in 2025.

In conclusion, sprawl does not provide any overall
benefits from reducing total ground transportation
costs compared to more compact growth. The addi-
tional transportation costs stemming from sprawl are
relatively small compared to those that would be gen-
erated by more compact growth.8

Leapfrog Development Is More
Efficient Than Contiguous
Development in the Long Run

Richard Peiser (1989) has advanced the argument that
the leapfrog development pattern inherent in sprawl
makes more efficient use of land than solidly build-
ing up land at the suburban periphery. Vacant land at
the periphery of already-settled portions of a metro-
politan area is typically developed with low-density
uses, mainly because land costs are relatively inex-
pensive there (abstracting from differential accessi-
bility to major traffic arteries). But if a large metro-
politan area becomes settled with fully built-up
peripheral expansion, sites that were once at its edges
soon become much more central as the development
“frontier” moves outward. The low-density uses ini-
tially placed on such sites become less appropriate
because they are now relatively closer to the center
of the metropolitan area. Moreover, the whole met-
ropolitan area becomes larger; consequently, land
costs near its center increase substantially. This makes
it feasible for land at any given absolute distance from
the center of the region to be developed with higher-
density uses than were appropriate when those same
sites were at the outer edge of ongoing development.

Sprawl makes it possible to accommodate this need
to develop at higher densities because sprawl devel-
opment often skips over outlying sites and “leapfrogs”
onto still farther-out sites. The intervening sites that
remain vacant can be developed at much higher den-
sities at later times without incurring the substantial
costs of clearing out obsolete, lower-density struc-
tures. If the number of “leapfrogged” sites is large,
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8 These calculations have not taken into account the costs
of certain externalities often attributed to automotive travel,
such as noise, air pollution, and greater importation of oil
from abroad. Difficulties in measuring and economically
evaluating such impacts, and intense controversies
surrounding attempts to do so, have made it impossible for
this study to assess their true relationships to sprawl in a
reliable manner.
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the resulting savings in acquisition and demolition
costs necessary to create appropriately high-density
development may be very significant compared to
clearing and redeveloping once-peripheral sites con-
taining low-density structures.

This argument undoubtedly contains some truth; the
issue is just how much. The answer depends upon the
following factors, among others: (1) the percentage
of once-peripheral land in a region that is initially
“skipped over” by developers and left vacant; (2) the
rate at which the region expands in population and
area, thereby raising the densities at which it is most
appropriate to develop “skipped over” vacant sites;
(3) the costs of demolishing the structures initially
placed on once-peripheral land; and (4) the connec-
tion between “skipped over” sites and the region’s
major transportation arteries. These factors vary enor-
mously from one region to another. Moreover, there
are very few reliable databases on any of these ele-
ments.

Therefore, it is extremely difficult to estimate the
economic savings that a region might reap from hav-
ing left some of its initially peripheral land “skipped
over” by developers.

In addition, bypassing a sizable fraction of the land
in a metropolitan area when its periphery is initially
being developed generates extra costs. Persons trav-
eling to and from the area’s outer edges must travel
farther; roads and other infrastructure must be ex-
tended; and tax assessments on such land are often
lower because it is not improved. These factors partly
offset any benefits society might reap from holding
“skipped over” sites as a form of reserve to accom-
modate future, higher-density development.

Crime Rates Are Lower and
Neighborhood Security Is Greater
in Farther-Out Areas

Most Americans perceive that crime rates per
100,000 residents are much lower in outlying subur-
ban communities than in big cities, particularly in the
poorest neighborhoods of those cities. This percep-
tion is borne out by Federal Bureau of Investigation
(FBI) data on the rate of serious crimes reported to
the police per 100,000 residents in different types of
communities. Crime rates in 1995 for different cat-
egories of counties are set forth in Table 14.8.9

These numbers suggest that the more urbanized the
county, the higher the crime rate. Crime rates in un-
developed counties were less than one-third those in
urban center counties; suburban counties had crime
rates 35 percent below those in urban center counties
and 13 percent below those of urban counties.

More-recent crime data concerning the incidence of
crimes in different types of cities confirms the wide-
spread perception that crime rates are lower in most
suburbs than in large cities (Table 14.9). Data for 1998
rates of index crimes and violent crimes for cities of
different sizes are shown in Figure 14.2. This graph
illustrates that small cities have lower crime rates than
larger ones up to the classification of cities with

Type of County Number of That Type Analyzed
Average Crime Rate per 100,000

Residents

Urban Center (UC) 26 7,950
Urban (U) 68 5,920
Suburban (S) 219 5,133
Rural Centers (RC) 46 4,928
Rural (R) 688 3,521
Undeveloped (UND) 2,081 2,223

United States 1 5,356

Source: Anthony Downs, The Brookings Institution.

Table 14.8
Crime Rates in 1995 for Different Categories of Counties

9 The data on crime used here were prepared by the Federal
Bureau of Investigation and taken from a CD published by
the U.S. Census Bureau (1999). This CD shows the rate of
serious crimes per 100,000 residents for all U.S. counties
for which such information was available.
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250,000 to 499,999 residents, which are shown to
have the highest crime rates of any group reported
(Federal Bureau of Investigation 2000). The FBI also
analyzes crime rates for suburban counties and sub-
urban cities separately from those for other places. In
1998, the rate of all index crimes per 100,000 resi-
dents was 4,615.5 for the entire nation and 5,704.0
for all cities, but only 4,062.2 for suburban cities
within metropolitan areas (Table 14.10). Among such
suburban cities, the index crime rate was actually
somewhat higher for small cities with populations
under 10,000 (4,738.9) than it was in those with popu-
lations from 25,000 to 50,000 (3,926.1). Rates of vio-
lent crimes, in particular, are much lower for suburbs
than for large cities. The 1998 rate of violent crimes
known to the police per 100,000 residents for all sub-

urban cities in metropolitan areas was 349.6, which
was less than half the violent crime rate in all cities
containing more than 100,000 residents, and less than
one-third that rate in all cities with more than 250,000
residents. Rural areas have the lowest crime rates of
all. In 1998, the overall index crime rate for rural
counties was 2,190.5 per 100,000 residents, and the
violent crime rate there was only 254.5—less than
one-fourth the rate in cities with more than
250,000 residents (Table 14.10).

Crime rates in all parts of the nation have been fall-
ing (Figure 14.3). The national rate for all index
crimes peaked in the recession of 1980 and again in
the recession of 1990 and 1991, but has declined
21.7 percent from 1991 to 1998. (However, it is still
well above its late-1960s levels.) This decline has oc-
curred in communities of all population sizes, as
shown in Figure 14.4. Thus, the perception reported
in the poll cited earlier that crime is occurring less in
suburbs than in cities is not correct; crime rates have
been falling in both types of communities, and by
larger percentages in big cities than in small ones.
Nevertheless, the view that suburbs are, on average,
less prone to crime than large cities is clearly sup-
ported by these data.

A regression analysis of 1990 serious crime rates in
162 urbanized areas conducted as part of this study’s
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analysis of the relationship between sprawl and ur-
ban decline showed that the single independent vari-
able most statistically significant as a possible cause
of high crime rates was the percentage of households
headed by females (Downs 1998, 74–75). Other in-
dependent variables with high beta scores and high t-
statistics were the percentage of Hispanic-headed
households, median family income (negatively related
to crime rates), local taxes per capita, and the per-
centage of children living in poverty households.
Because the crime data used were only for the cen-
tral cities in these urbanized areas, not their suburbs,
these conclusions may not apply directly to suburbs.
Still, almost all of those variables tend to be higher in
central cities (except for median income, which is
usually lower) than in most suburbs, which implies

that crime rates are higher in big cities than in most
suburbs.

But does that conclusion make lower crime rates a
benefit of sprawl? In other words, are the character-
istics of sprawl the main reasons that crime rates are
lower in outlying residential areas, or are other fac-
tors the major causes of this disparity?

The impact of different communities upon crime rates
has long been the subject of study among criminolo-
gists. In their landmark book Crime and Human Na-
ture, James Q. Wilson and Richard J. Herrnstein state
that:

City Arrests for All Index Crimes

Year Number of Arrests
Estimated Population

(in 000s)
Arrests per 100,000

Population

1995 1,646,891 122,073 1,349
1996 1,594,716 123,259 1,294
1997 1,495,975 118,641 1,261
1998 1,362,709 119,505 1,140

All Violent Crimes

1995 122,073 0
1996 123,259 0
1997 381,225 118,641 321
1998 364,489 119,505 305

Suburban County Arrests of All Index Crimes

Year Number of Arrests
Estimated Population

(in 000s)
Arrests per 100,000

Population

1995 182,090 34,280 531
1996 181,168 34,676 522
1997 226,611 32,766 692
1998 209,962 33,169 633

All Violent Crimes

1995 59,617 34,280 174
1996 58,618 34,676 169
1997 69,848 32,766 213
1998 64,859 33,169 196

Rural County Arrests of All Index Crimes

Year Number of Arrests
Estimated Population

(in 000s)
Arrests per 100,000

Population

1995 97,378 17,805 547
1996 94,622 17,963 527

Source: Federal Bureau of Investigation (2000).

Table 14.9
Index Crimes by Geographic Area
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The possibility that neighborhoods have only a
modest effect on criminality should not be sur-
prising to readers familiar with the longitudinal
studies of criminal careers that we have reviewed
in the preceding chapters. Once we take into ac-
count the influence of constitutional factors, fam-
ily socialization, and school experiences, there

is not much left to explain, at least insofar as se-
rious offenders are concerned. (Wilson and
Herrnstein 1985, 291)

To put it another way, low crime rates in the outlying
neighborhoods created by sprawl are not caused by
the distant locations of those neighborhoods but by

1996 Index Crimes 1998 Index Crimes

City Population Number Rate Number Rate

Under 10,000 4,766.3 366.2 4,646.0 397.1
10,000 to 24,999 4,652.6 393.5 4,286.2 373.1
25,000 to 49,999 5,080.3 481.8 4,701.5 454.1
50,000 to 99,999 5,645.9 644.3 5,301.7 589.7
100,000 to 249,999 7,195.9 887.5 6,406.7 758.2

250,000 to 499,999 9,333.9 1,457.2 8,017.0 1,168.1
500,000 to 999,999 8,516.7 1,276.1 7,591.6 1,153.9
More than 1 million 7,168.9 1,517.8 6,152.6 1,286.8

All Cities 6,353.9 846.6 5,704.0 738.2

Index Crimes Known to Police Violent Crimes Known to Police

Year Number Rate Number Rate

1995 13,862,727 5,275.9 1,798,792 684.5
1996 13,473,614 5,078.9 1,682,278 634.1
1997 13,194,571 4,930.0 1,636,096 611.3
1998 12,475,634 4,615.5 1,531,044 566.4

1996 Crime Rates Per 100,000 Residents by Population Groups

Area Type Population Range Number of Places
Index Crime

Rate
Violent Crime

Rate
Murder and
NNMS Rate

Cities Under 10,000 4,830 4,766.3 366.2 3.2

10,000 to 24,999 1,342 4,652.6 393.5 3.4
25,000 to 49,999 561 5,080.3 481.8 4.0
50,000 to 99,999 305 5,645.9 644.3 6.1
100,000 to 249,999 147 7,195.9 887.5 10.0
250,000 to 499,999 38 9,333.9 1,457.2 18.9
500,000 to 999,999 17 8,516.7 1,276.1 17.2

More than 1 million 10 7,168.9 1,517.8 18.8

Cities More than 249,999 65 8,117.9 1,443.7 18.4
All 7,250 6,353.9 846.6 9.6

Suburban Counties 1,053 3,635.2 403.9 4.9

Rural Counties 1,991 2,257.4 242.6 4.8

Under 10,000 2,639 4,860.8 338.4 2.6
10,000 to 24,999 957 4,017.0 319.7 2.6
25,000 to 50,000 396 4,333.1 401.3 3.2

Suburban Cities
(in MSAs)

All 3,992 4,342.8 353.3 2.8

Under 10,000 2,191 4,639.2 403.7 4.1
10,000 to 24,999 385 6,231.8 576.9 5.3
25,000 to 50,000 165 6,805.4 667.8 5.9

Nonsuburban Cities
(in MSAs)

All 2,741 5,808.2 539.6 5

All All 5,366.5 692.2 8.2

Source: Federal Bureau of Investigation (2000).

Table 14.10
Index Crimes over Time



468

T H E   B E N E F I T S   O F   S P R A W L

the particular groups of people who live in them.
Because of the land-use controls and economic forces
already described earlier in this report, the residents
of outlying, sprawl-created neighborhoods tend to
have higher incomes, fewer households headed by
females, fewer children living in poverty, and lower
percentages of Hispanic and other minority-group

households than residents of core-area, concentrated-
poverty neighborhoods. Thus, when suburban resi-
dents extol sprawl because there are lower crime rates
in their neighborhoods than prevail in big cities, they
are essentially praising the effectiveness of the regu-
latory and economic barriers they have erected to
prevent population with what they perceive as less-
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desirable socioeconomic attributes from gaining
entrée to the outlying areas. These exclusionary prac-
tices not only keep poor people out of the suburbs:
the more insidious impact of such barriers compels
very-low-income populations to live concentrated
together in high-poverty neighborhoods. Of course,
exclusionary barriers do not prevent the shocking
outbreaks of violence in sprawled neighborhoods,
such as the Columbine, Colorado, high school shoot-
ing spree in April 1999 and its most serious succes-
sor, two year later, in Santee, California. Violence is
by no means a purely urban or lower-socioeconomic-
class phenomenon.

Nevertheless, to consider low crime rates in outlying
areas a benefit of sprawl’s defining traits is neither
reasonable nor consistent with empirical data. If
America adopted more compact forms of peripheral
settlement in the future but retained existing exclu-
sionary suburban zoning and other underlying dynam-
ics of the metropolitan growth process discussed in
Chapter 13, the same concentration of very poor
households in inner-core areas would probably not
change. Long-established demographic settlement
patterns of peripheral and inner-core residents would
continue. Therefore, the same patterns and incidence
of crime would probably persist. This result is im-
plied by the fact that higher residential density was
not a statistically significant cause of higher crime
rates in this study’s analysis of central cities in 162 ur-
banized areas.

The conclusion that sprawl itself is not a cause of
lower crime rates assumes that if suburban exclusion-
ary regulations were reduced and more low-income
households moved out of concentrated-poverty neigh-
borhoods and became much more interspersed with
nonpoor households in the suburbs, suburban crime
rates would not rise substantially. In other words, it is
the concentration of very poor households—includ-
ing many female-headed households with children—
in inner-core poverty neighborhoods, not the mere
presence of a small fraction of poor people, that leads
to high crime rates.

That view is disputed by many suburban residents
who believe that any increase in the number of low-
income households in their now-exclusionary com-
munities would be accompanied by notably more
crime and less personal security. There is insufficient
empirical evidence to present a definitive resolution
of this argument. Therefore, it is not clear whether
lower suburban crime rates can really be considered

a benefit solely attributable to the phenomenon of
sprawl. Still, in inner areas where development pat-
terns are concentrated, crime is higher; in outlying
areas where development patterns are more dispersed,
crime is lower.

Sprawl Permits Suburban Residents
to Enjoy Better-Quality Schools

Sprawl proponents maintain that a major reason why
households move from central cities to suburbs is to
enjoy better-quality schools. To determine whether
superior suburban schools are indeed a benefit of
sprawl, it is necessary to ascertain (1) to what extent
suburban schools provide higher-quality education
than big-city schools, and (2) if that is the case, to
what extent this educational superiority is caused by
the attributes of sprawl rather than by other factors.

Measuring the quality of education provided by any
school is not easy because education has so many
facets and dimensions. However, one recently adopted
measure is the level of student achievement in a school
as indicated by student performance on national
achievement tests. The higher the level of student
achievement, some claim, the better the learning en-
vironment in that school. This conclusion is based on
the reasonable assumption that the quality of educa-
tion for any one pupil is strongly influenced by the
ability levels of his or her fellow students.

It should be emphasized that measuring a school’s
educational quality is different from measuring its
educational performance. Students’ achievement lev-
els are also greatly affected by heredity and by their
home environments. Accordingly, a school may ex-
hibit very high—or very low—student achievement
scores because of the student’s innate abilities and/or
their home environments apart from how well they
are being educated in the school. Moreover, educa-
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tional quality has many dimensions other than test
scores, but these other dimensions are difficult to
measure across school systems.

In the absence of better measurement devices, the
present study uses national achievement test scores
as a measure of school quality (but not necessarily
school performance). The U.S. Department of Edu-
cation has published National Assessment of Educa-
tion Progress scores for various types of tests (read-
ing, science, math, and so on) and for various grade
levels on its Internet Web site.10  This analysis em-
ploys national reading scores of 12-year-old children
as tabulated by the geographic areas in which indi-
vidual schools are located and by other relevant di-
mensions. The three geographic areas used are
(1) central cities, (2) urban fringe areas and large
towns, and (3) rural areas and small towns.

In the particular tests used in this analysis, the schools
in each of these three areas are further divided into
groups based upon the percentage of students in each
school eligible for free lunches. This breakdown is
used because free lunches are provided only to stu-
dents from very-low-income homes, and the percent-
age of students in a school eligible for free lunches is
employed as an indicator of the degree of concen-
trated poverty among those students. Poverty levels
in general are higher in central cities than in fringe-
area suburban communities, and poverty concentra-
tions are much more common in the former than the
latter. However, rural poverty levels are also quite
high in many parts of the nation. These differences
are reflected in Figure 14.5. The schools have been
divided into seven categories, based on the percent-
age of students in them who are eligible for free
lunches. In the first category, none of the students in
a school are eligible—hence city schools have a higher
percentage in this category (17 percent) than either
urban-fringe schools (9 percent) or rural schools
(2 percent). But the next category—1 percent to 5 per-
cent of students eligible for free lunches—includes
10 percent of central-city schools, 28 percent of ur-
ban-fringe schools, and 8 percent of rural schools.
Each of the next four categories—from 6 to 75 per-
cent of all students eligible for free lunches—show
similar percentages of central-city and urban-fringes
schools. But the highest poverty category—76 per-

cent to 99 percent of students eligible for free
lunches—includes 14 percent of central-city schools
but only 4 percent of both urban-fringe and rural
schools. No schools in any category have 100 per-
cent of their students eligible for free lunches. These
data indicate less divergence in poverty characteris-
tics between suburban and big-city schools, and
greater poverty in rural schools, than might be ex-
pected from prevailing general opinions about this
subject. Nevertheless, central cities have significantly
higher fractions of their total student enrollments in
high-poverty schools than do either urban fringe or
rural areas.

The relevance of poverty levels to school achieve-
ment scores is shown in Figure 14.6. In all three geo-
graphic areas, reading achievement scores among 12-
year-olds generally decline as the percentage of
students eligible for free lunches increases. Thus,
among students in central-city schools, those in
schools where 76 percent to 99 percent of the stu-
dents are eligible for free lunches have average read-
ing scores 12 percent below those in schools where
no students are eligible. This is not an enormous differ-
ence in scores, but it is similar to differences observed
within schools in both urban fringes and rural areas.

These data lead to two tentative conclusions: (1) Sub-
urban schools as a whole have somewhat higher
achievement scores than central-city schools, and
(2) A major cause of this difference is that central
cities have greater poverty concentrations than most
suburbs.

Another significant difference between most subur-
ban schools and many central-city schools is their
racial composition. The public school systems in the
nation’s largest cities are heavily dominated by stu-
dents from minority groups, especially African Ameri-
cans and Hispanics. In the 70 public school districts
with enrollments of more than 50,000 students each
in 1994, there was an average of 60.8 percent minor-
ity students. In 32 of these districts that were in large
cities, however, the overall minority percentage was
79.8 percent, including five districts with more than
90 percent minority representation. Only three of
these 32 districts had non-Hispanic white majorities.
In contrast, in 18 of these large districts that were
suburban, the overall minority percentage was
33.7 percent, including five districts with less than
20 percent and two districts with less than 10 percent
minority school populations. Fifteen of the 18 dis-
tricts had majorities of non-Hispanic white students.

10 Http://nces.ed.gov/nationsreportcard/TABLES (U.S.
Department of Education 2000).
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The remaining 20 large districts contained both cen-
tral cities and suburbs and had an overall minority
fraction of 51.4 percent (U.S. Department of Educa-
tion 1996, 98–103).

The dominance of minority students in big-city pub-
lic school systems has two implications that might
contribute to the perception of suburban systems as
superior in quality. First, whites often prefer not to
live in communities in which more than about one-
third of the residents are African American. This pref-
erence has been confirmed by repeated interviews
with samples of white households about their resi-
dential desires as well as by innumerable instances
of “neighborhood racial tipping” caused by inflows
of African Americans into previously all-white areas
(Massey and Denton 1993). Since public school en-
rollments primarily reflect residential settlement pat-
terns (except where extensive busing occurs), large
minority-student populations imply local percentages
of minority residents exceeding that “threshold.”
Therefore, whites move out of central cities because
they choose not to live in neighborhoods with largely
minority households.

Moreover, achievement-test scores of African Ameri-
cans and Hispanics—the two largest minority

groups—are typically lower than those of whites on
most tested subjects at all grade levels (U.S. Depart-
ment of Education 1996). An example is shown in
Figure 14.7. These data were taken from the National
Assessment of Education Progress tables on the U.S.
Department of Education’s Web site. Figure 14.7
shows that, from 1971 to 1996, reading scores of 9-
year-olds improved about 12 percent for African
Americans and 7 percent for Hispanics, but only about
2 percent for whites. As of 1996, however, white stu-
dents’ scores remained 16 percent higher than those
of African American pupils and 13 percent higher than
those of Hispanic children.11  Similar achievement-
score differences are observed on tests of most other
subjects and for most other age groups. The percent-
age differences observed in the test scores of students
of different ethnic groups are similar in magnitude to
the differences displayed in Figure 14.5 (reading
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11 This chart visually exaggerates the difference between
minority and white test scores because it does not have a
zero point of origin; hence it focuses only on the relatively
small range of the difference in their scores. However, using
a chart with a zero origin makes it almost impossible to see
the difference between test scores of Hispanic and African
American students.
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scores of students of all types in schools, with school-
lunch eligibility used as a surrogate for poverty). Thus,
both concentrated poverty and ethnicity appear to have
similar impacts upon achievement-test performance.

Apart from all other characteristics associated with
race or ethnicity, these test-score disparities might lead
white parents to conclude that sending their children
to schools with few minority-group students would
improve their children’s education. Parents of school-
aged children who ascribe to this view would regard

the lower minority-group populations in suburban and
farther-out communities as a benefit of moving to
those communities, and therefore a benefit of the
sprawl pattern of development that created such
communities.

Conversely, other white and minority parents might
conclude that insular, racially and ethnically homo-
geneous communities deprive their children of expe-
riencing the diversity that increasingly is character-
izing the United States, which is rapidly becoming a
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society without any single ethnic majority group—
including non-Hispanic whites. Moreover, perpetu-
ating the exclusionary suburban policies that have
institutionalized the huge disparities in the socioeco-
nomic composition of suburbs and cities is unjust.
Poor minority households have been relegated to ur-
ban ghettos to live alongside other poor households
in neighborhoods that will never emerge from the
conditions stemming from severe poverty and gov-
ernment disinvestment. This study supports the view-
point that such exclusionary policies are destructive
and socially reprehensible. The reality, however, is
that white parents continue to regard the lower num-
bers of minority residents—and therefore minority
students—in the suburbs and on the urban periphery
(away from central cities) as a benefit of sprawl.

There may also be other important differences be-
tween public schools in the suburbs and those in big
cities. Wealthier communities tend to spend more per
pupil in educational outlays than big cities may be
able to do—a function of greater wealth per house-
hold. For the 70 largest school districts in the nation
discussed earlier (U.S. Department of Education
1996), however, average spending in the 1992–1993
school year per pupil was actually 20 percent higher
in city school systems ($5,317) than in suburban sys-
tems ($4,441) and 15 percent higher than in rural and
small-town systems ($4,606). Even so, many small
but wealthy suburbs with their own school systems
do spend more money per pupil than the public school
systems in the central cities. In addition, parents and
parent–teacher associations in small but wealthy sub-
urbs often supplement public spending on their
schools with substantial private contributions to

school equipment, trips, teachers’ assistants, and other
improvements in the education received by their chil-
dren. Also, parents have more chance of influencing
educational practices and policies in small systems
than in big-city systems because of the inevitable
bureaucracies in the latter.

Overall, are suburban public school systems better
than big-city public school systems? If judged solely
by student achievement scores, the answer is “Yes.”
But that answer belies immense variations in quality
in both types of systems. Interestingly, actual varia-
tions in student achievement scores among different
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schools within each type of system are larger than the
overall average differences between these types of
systems.

Furthermore, the overall differences in student
achievement levels between suburban and central-city
public school systems are based, to a large extent,
upon the higher average concentrations of poor and
minority-group students in the inner city. Can this dif-
ference reasonably be considered an “advantage” or
a “benefit” of sprawl? It probably is considered an
advantage by certain white households, and it results
from the exclusionary practices of suburban govern-
ments discussed earlier. This advantage is obtained
at the larger societal cost of relegating poor house-
holds, especially poor minority households, to neigh-
borhoods of concentrated poverty. Viewed from this
perspective, it is not clear that the superiority of sub-
urban schools is a net advantage or benefit at all.

In addition, as noted in the preceding chapter, the
exclusionary practices of many suburbs do not result
primarily from the key characteristics of suburban
sprawl but from six other traits built into the Ameri-
can metropolitan-development process, five of which
are not part of the defining traits of sprawl. There-
fore, even if suburban school superiority could be
considered a legitimate advantage of the American
metropolitan-development process, that trait is not
directly attributable to suburban sprawl per se, but to
other aspects of the development process.

Fragmenting Governance among
Many Small Units Increases
Consumer Sovereignty

Urban economist Charles M. Tiebout advanced the
theory that fragmentation of local government pow-
ers among many relatively small localities, each with
full control over its own jurisdiction, improved the
welfare of society, as compared to having fewer, larger
local governmental units. Such fragmentation permits
households to exercise a wide range of choices among
combinations of local tax rates, local “bundles” of
public services financed with those taxes, and other
local conditions (Tiebout 1956). This array of choices
enables individual households to find combinations
of those elements compatible with their preferences.
This argument was recently reinforced by William A.
Fischel (2000) in his analysis of what he calls
“homevoters”—that is, home-owning households that
dominate local governments politically. Fischel ar-

gues that homeowners are strongly motivated to sup-
port local conditions that maximize the market val-
ues of their homes. A house is the largest asset most
households possess; it is spatially immobile and has
a market value strongly influenced by local condi-
tions. Since homeowners cannot easily move these
assets from one place to another, they become acutely
interested in the local conditions that influence the
market value of these assets. Consequently, they pres-
sure local governments to produce conditions con-
ducive to higher home values: good-quality schools,
safe neighborhoods, adequate parks and recreation,
low traffic congestion, and the exclusion of very poor
households. Fischel regards this linkage of home-
owner interest in local conditions to maximizing home
values as a major virtue of having local government
powers fragmented among many small municipali-
ties. Since fragmentation of local government pow-
ers over land uses is a central component of sprawl,
this virtue can be regarded as a benefit produced by
sprawl—or at least by that one attribute of sprawl.

It might be possible to measure the incidence of this
benefit by cataloging how many different combina-
tions of tax rates, public services, and other local con-
ditions are available from various local governments
in American metropolitan areas. However, it would
not be easy, or even possible, to move from such a
measurement to placing some type of economic value
on the results. Another approach might be doing a
hedonic index regression analysis of housing prices
across the nation in metropolitan areas with different
degrees of fragmentation among their local govern-
ments, then estimating the impact of a variable mea-
suring such fragmentation upon housing prices. This
approach is not practical, however, because the de-
gree of fragmentation among local governments var-
ies systematically by regions of the nation; hence it
would be confused with regional location. For his-
torical reasons, metropolitan areas in the Northeast
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and Midwest have much more fragmented local gov-
ernment structures, on the average, than those in the
South and West (see Chapter 1).

It is likely that suburban homeowner households do
derive some benefit from local government fragmen-
tation along the lines described above. However, so-
ciety as a whole suffers a cost from the same frag-
mentation because it permits suburbs to adopt
exclusionary zoning rules that exacerbate the concen-
tration of poor households in older, inner-core areas.
Suburban homeowners perceive that the market val-
ues of their homes will be reduced if multifamily
apartments are built near those homes, or if house-
holds with markedly lower incomes move into or near
their neighborhoods. This is clear from the National
Association of Home Builders (1999a) survey, in
which large majorities of the randomly chosen respon-
dents opposed placing smaller, detached single-fam-
ily homes or multifamily apartments near their own
homes. Whether their perceptions of the impacts of
such housing upon the values of their own homes are
factually correct is not easily determined. Empirical
studies of that subject have come up with ambiguous
results. But, regardless of the facts, that is what most
suburban homeowners perceive.

Consequently, in many suburbs, the home-owning
majority of voters actively support local government
ordinances that make it difficult or impossible for
lower-cost housing units to be built near their homes.
These include zoning laws, building codes, minimum-
lot sizes and setbacks, minimum dwelling-unit sizes,
stringent environmental review requirements, and
other constraints. The result is clearly exclusionary:
It has become more difficult for low- and moderate-
income households living in inner-core neighbor-
hoods to find housing they can afford in the suburbs.
This was the unanimous conclusion reached by the
bi-partisan Commission on Reducing Regulatory
Barriers to Affordable Housing (1991) appointed by
Jack Kemp, Secretary of Housing and Urban Devel-
opment in the George W. Bush administration.

Thus, fragmentation of local government powers over
land use provides local home-owning voters with both
the motive for, and the means of, adopting exclusion-
ary zoning. Such zoning, in turn, reduces the ability
of low- and moderate-income households to move
out of central cities and older suburbs into newer sub-
urbs, thereby perpetuating the concentration of pov-
erty in inner-core areas. The resulting pockets of pov-
erty contribute to both adverse local conditions in
inner-core areas and the withdrawal from those areas
of many economically viable households and busi-
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nesses. This chain of events imposes significant long-
run costs upon society as a whole, as discussed in
more detail in Chapter 13 of this report.

Because neither the benefits of fragmentation nor its
costs can be quantified in ways that would permit di-
rect comparison, it is not possible to determine
whether this advantage of sprawl actually provides a
net benefit or a net cost to society. Certainly, the total
number of home-owning households living in metro-
politan suburbs with relatively fragmented governance
structures is larger than the total number of poor
households living in inner-core, concentrated-poverty
neighborhoods; therefore, the number of beneficia-
ries of this condition is larger than the number of
people who directly suffer from it. But the hardships
borne by low-income populations in concentrated-
poverty neighborhoods are suffered more accutely by
household members than the gains derived by those
moving to outlying areas justify. The long-run im-
pacts upon society of those adverse conditions and
the resulting low skill levels, high crime rates, and
high public-service costs in big cities extend the costs
of this condition far beyond its immediate effects upon
inner-core area households. Therefore, no definite
conclusion can be drawn concerning whether this
situation is indeed a net benefit of sprawl, though
it is certainly considered a gross benefit by many
households.

Fragmenting Government Powers
over Land Uses Enables Suburban
Residents to Create Neighborhoods
That Are Relatively Homogeneous
Socioeconomically

This benefit of a basic trait of sprawl is very similar
to the one discussed in the preceding section but has
a different emphasis. As noted above, the fragmenta-
tion of local government powers over land uses among
many relatively small municipalities permits home-
owning majorities in each to engage in exclusionary
zoning. This has the effect of reducing the percent-
age of residents in the locality whose incomes are
markedly below the median or average incomes in
that community. Consequently, the income distribu-
tion in such communities is much more concentrated
around the mean than it would be if the population
there were representative of the income distribution
in that metropolitan area as a whole. This is certainly
not true of all suburbs; in fact, not all suburbs prac-
tice exclusionary zoning. Some have high numbers

of low-income residents and even become havens for
such households. But a significant number of sub-
urbs in most metropolitan areas engage in exclusion-
ary zoning for two different but mutually reinforcing
reasons. The first reason is to protect the market val-
ues of their homes from declining, as explained ear-
lier. The second reason is to create a neighborhood
that is relatively homogeneous in the incomes and
social status of its residents. This goal reflects a de-
sire of most American households to live in neigh-
borhoods where the socioeconomic status of other
residents is similar to their own, or at least not much
lower than their own.

The desire for relative homogeneity is by no means
universal; millions of Americans prefer to live in
neighborhoods containing a diversity of residents in
terms of income, social status, ethnic background, and
other traits. But repeated surveys—plus the observed
behavior of the population—have shown that, for the
most part, American households are comfortable liv-
ing in neighborhoods where other people are much
like themselves in characteristics important to them—
that is, socioeconomic status, and often ethnic or ra-
cial composition. Whether this attitude is ethical or
appropriate in a democracy is a controversial ques-
tion, and one that should be raised. Both legally and
morally, society has rejected it as inappropriate inso-
far as race and ethnicity are concerned—although that
has not altered the fact that most Americans consider
the racial composition of a neighborhood to be an
important determinant of their willingness to live
there. However, regardless of its propriety, the desire
for relative socioeconomic homogeneity in residen-
tial communities is widespread. Moreover, it is en-
couraged by the practice among homebuilders of cre-
ating sizable residential subdivisions in which nearly
all the homes cost about the same and reflect the same
basic design preferences.
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At first glance, there seems to be nothing wrong with
the widespread sentiment that “I would like to live in
a neighborhood where most other households are a
lot like my household and have similar views about
what makes life in a community desirable.” But the
application of this value at all levels of society would
have unfortunate collective effects: It would cause
very wealthy people to live with other very wealthy
people; most middle-income people to live with other
middle-income people; and most working-class
people to live with other working-class people. Per-
haps all of those groups would regard such an out-
come as desirable, though it likely would discourage
upward mobility. Extending this principle, very poor
people would continue to live with other very poor
people in what would therefore be concentrated-pov-
erty neighborhoods. Experience in American cities
and older suburbs over the past century shows that
neighborhood conditions in concentrated-poverty ar-
eas do not provide healthy and constructive environ-
ments for people living there. Nor do those condi-
tions provide educational and training opportunities
for the children being reared there that are close or
equivalent to the opportunities enjoyed by children
reared in other parts of the metropolitan area. Thus,
nearly universal application of the principle of neigh-
borhood homogeneity by socioeconomic status re-
sults in exclusion of the poor from mainstream soci-
ety, with all the negative consequences discussed
earlier in this report. If, as stated earlier, whites pre-
fer to live in areas containing no more than one-third
African American households, this desire for socio-
economic homogeneity works to concentrate poor
African American households together far more in-
tensively than it does poor white or Hispanic house-
holds. That strengthens the negative consequences of
concentrated poverty for poor African Americans,
who comprise a disproportionately large number of
all households living in concentrated-poverty neigh-
borhoods, in the United States.

Thus, even though relative socioeconomic homoge-
neity of neighborhoods is considered a desirable out-
come of sprawl by many Americans—and therefore
a benefit of sprawl—it contributes to results consid-
ered extremely undesirable by other Americans. As
with the case of fragmented governance and consumer
sovereignty as a benefit of sprawl, it is not possible
to weigh these two views about socioeconomic ho-
mogeneity in quantified terms in a scientific manner
to determine whether this condition is a net benefit or
a net cost to society as a whole. But in relation to
developing policy responses to sprawl, it is impera-

tive to take account of the negative results of this con-
dition as well as its positive results.

Fragmenting Local Government
Powers among Many Small
Municipalities Increases the
Influence of Individual Citizens
upon Their Local Governments,
Thereby Strengthening Democracy

Another consequence of fragmenting local govern-
ment powers among many relatively small munici-
palities is that it magnifies the ability of individual
citizens to influence their local governments com-
pared to the influence they would have if they lived
in more populous jurisdictions. The average citizen
of a town containing 500 residents has a much better
chance of persuading the local city council to adopt
his or her views than the average resident of a city
containing five million residents. In the former case,
a higher proportion of all citizens know the members
of the city council personally and can rather easily
arrange to meet and talk with them. In the latter case,
each citizen is viewed by the city council as an anony-
mous face in the crowd and is buffered from the coun-
cil by an army of municipal bureaucrats that the citi-
zen must penetrate before reaching the council.

This advantage of smaller size is indeed a major so-
cial benefit of fragmented government powers. It is
surely one of the reasons why Americans are so en-
amored of retaining sweeping powers over decisions
at the local municipal level rather than at higher lev-
els of regional, state, or national bodies. Moreover,
the ability to influence one’s local government sig-
nificantly, or to have the chance to do so, probably
encourages greater personal participation in local
government—and citizen participation is one of the
keystones of democracy. Therefore, it is undeniable
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that this result of fragmented local government is a
social benefit. It is a key reason why so few Ameri-
cans support completely replacing local government

with regional or metropolitan authorities with full
powers over land-use decisions.

Benefits of
Sprawl

Perceived as a
Benefit by

Many People

Actually
Caused by

Sprawl or its
Traits

Appears
Widespread in
Regions of the

U.S.

Has Serious
Negative Side

Effects

Perceived as a
Disadvantage

by Many
People

Unequivocally
a Net Benefit
to Society as a

Whole

Lower land and
housing costs Yes Yes Probably No Partly Probably

Larger average
lot size Yes Yes Yes No No Yes

Larger home
and room sizes Yes Not clear Not clear No No

No, because
actual extent of
occurrence is

not clear

Reflects low-
density
preferences

Yes Yes Yes No

Unclear, some
say not enough
other choices
are available

Yes

Shorter
commuting time

Probably Not clear Not clear No

Yes, because
longer driving
distances are

involved

Not clear

Less-intensive
traffic
congestion

Only by a few
people Not clear Not clear No Yes

No, because
actual extent of
occurrence is

not clear

Lower overall
transport costs

No No No No Yes No

More efficient
use of infill
sites

Only by a few
people Yes Not clear No Yes

No, because
actual extent of
occurrence is

not clear

Neighborhoods
with lower
crime rates

Yes Partly Yes

Yes, partly
caused by

exclusionary
behavior

Yes

No, because
partly caused by

exclusionary
behavior

Better-quality
public schools Yes Partly Yes

Yes, partly
caused by

exclusionary
behavior

Yes

No, because
partly caused by

exclusionary
behavior

Greater
consumer life-
style choices

Yes Yes Yes

Yes, helps
perpetuate

exclusionary
behavior

Yes Yes

More
homogeneous
communities

Yes Partly Yes

Yes, based
directly upon

very
exclusionary

behavior

Yes

No, because
based directly

upon very
exclusionary

behavior

Stronger citizen
participation
and influence in
local
governments

Yes Yes Yes

Yes, helps
perpetuate

exclusionary
behavior

No Probably

Source: Anthony Downs, The Brookings Institution.
Note: Shaded cells show conditions supporting value of benefits

Table 14.11
Are the Alleged Benefits of Sprawl True Benefits to Society as a Whole?
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Still, such fragmentation also leads to the exclusion-
ary local policies discussed at length above, with all
their negative consequences upon society. The ideal
arrangement would be one in which local governance
is fragmented enough to gain the citizen participa-
tion benefit but is also inclusive of mechanisms that
prevent the unfortunate consequences of exclusion-
ary practices. Formulation of this delicate equation
is one of the objectives of the policy chapter in this
report (Chapter 15).

Meanwhile, the outcome is the same for other alleged
benefits of sprawl: It is perceived as a benefit by many
people but as a source of social harm by others. There
is no scientific formula for weighing these disparate
views to determine whether it is a net benefit or a net
loss to society as a whole. However, this study sup-
ports the view that no policies responsive to sprawl
should try to eliminate small-scale local governments
and replace them with larger-scale government bod-
ies. Local government has a hallowed place in the
American scheme of governance for good reasons and
should be retained, though some of its less-attractive
elements—for example, its exclusionary housing
practices—should be modified through cooperative
regional liaisons.

CONCLUSIONS

This chapter has reviewed the 13 published benefits
of sprawl to determine how beneficial they really are,
both to society as a whole and to specific groups
within society. The “true” social value of any condi-
tion perceived to be a benefit of sprawl can be evalu-
ated by subjecting it to the following tests:

• Is it perceived to be a benefit by a large number
of people—regardless of whether it actually ben-
efits them, or whether it also harms other people?

Since a benefit is to some extent a psychological
phenomenon, the perception that a condition is
beneficial is only partially grounded in reality.

• Is this condition actually caused by sprawl, or
by certain traits that are basic parts of the defini-
tion of sprawl? If a condition widely attributed
to sprawl is perceived to be a benefit, but is not
in reality caused by sprawl or any of sprawl’s
attributes, it is not a true benefit of sprawl.

• Does this condition appear to be widespread
enough in the United States to be socially sig-
nificant?

• Does this condition have serious negative side
effects or consequences that offset its benefits,
rendering its beneficence neutral when viewed
from the perspective of society as a whole? This
outcome is possible even if the condition is per-
ceived as a benefit by large numbers of people.

• Is this condition perceived to be a disadvantage
by large numbers of people? This test is related
to the preceding one but refers to perceptions
rather than the substantive realities of the pre-
ceding test.

• In summary, is this condition unequivocally a net
benefit to society as a whole? This test does not
require the condition to be totally beneficial, since
almost all activities or conditions in society are
harmful to at least some people. But this test sum-
marizes the net implications of the other five tests.

The results of subjecting all 13 benefits of sprawl to
these six tests have been summarized in Table 14.11.
The 13 benefits form the rows along the left side of
the chart, and the six tests described above form the
columns across the top. Each cell states whether a
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particular benefit meets that test. Cells that embody
results favorable to the benefit’s actually being a
“true” benefit are shaded. The judgments succinctly
expressed in each cell are those of the present study,
based upon the detailed analyses of each benefit set
forth earlier in this chapter and the literature search
contained in TCRP Report 39 (Burchell et al. 1998).

According to Table 14.11—and therefore according
to the preceding analysis underlying it—three of the
13 benefits of sprawl are indeed “true” net benefits
to society as a whole, and two others probably fit into
this category. The three clearly beneficial are
(1) larger average lot sizes, (2) reflection of consumer
preferences for low-density living, and (3) providing
consumer households with wider choices of more
combinations of tax levels and social services than
would occur under nonsprawl development. The two
that are probably beneficial are (1) lower land and
housing costs from moving farther out from each
region’s center, and (2) stronger citizen participation
and local influence in small, fragmented local gov-
ernments rather than large, bureaucratic ones.

Only one universal benefit is definitely not a “true”
benefit, because the analysis in another part of this
study showed that this condition did not really exist.
This is that sprawl produces lower overall travel costs
than more compact forms of development. The travel
analysis discussed in another chapter of this report
showed that overall travel costs would be higher un-
der continued sprawl development than under more
compact forms.

Four other conditions cannot be considered unequivo-
cal benefits to society because it is not clear that they
exist at a great enough scale across the nation to be
socially significant. These are shorter commuting

times, less-intensive traffic congestion, larger home
and room sizes, and more efficient use of infill sites.

The remaining three benefits of sprawl are not un-
equivocally beneficial to society because they have
seriously negative side effects or consequences. These
are access to better-quality schools and access to
neighborhoods with lower crime rates in peripheral
areas distant from regional centers, and creation of
relatively homogeneous neighborhoods. There is little
doubt that many such outlying areas have better-qual-
ity schools and lower-crime neighborhoods than most
inner-core areas. Many such areas are also much more
homogeneous in their socioeconomic status and of-
ten the ethnic background of their residents than are
many big-city neighborhoods or American society as
a whole, with its diverse ethnic and racial composi-
tion. Moreover, these conditions are surely perceived
as benefits by the residents of those peripheral areas.
But, as discussed earlier, such neighborhoods achieve
these benefits by engaging in economically and so-
cially exclusionary practices that exacerbate the con-
sequent concentration of very poor households in in-
ner-core, high-poverty neighborhoods. Therefore, the
conditions that the residents of these outlying areas
perceive as benefiting them cannot be considered
unequivocally good for society.

This same criticism might be made against two other
benefits of sprawl, both of which are based upon the
fragmentation of governance powers over land uses
among many relatively small municipalities or towns.
These are (1) a wider range of choices about combi-
nations of tax and public service levels, and (2) greater
citizen participation and influence in local govern-
ment decision making. The fragmentation of gover-
nance powers over land use inherent in these condi-
tions also enables local governments to engage in
exclusionary behavior. However, these two conditions
do not necessarily require the use of fragmented gov-
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ernance powers to enact exclusionary regulations,
whereas the attainment of homogeneous neighbor-
hoods and schools with very few low-income resi-
dents does. Therefore, neither wider choice of tax and
public service combinations nor greater citizen in-
fluence is inherently harmful to low-income house-
holds, though the outcomes of both benefits can pro-
duce such harm. Moreover, both these conditions are
widespread and highly valued by millions of Ameri-
cans—enough so that they are regarded in this study
as net benefits to society.

Surveying the results of the preceding analysis of
sprawl’s benefits, is it possible to arrive at an overall
conclusion concerning whether sprawl’s “true” ben-
efits—and others that surely contribute some posi-
tive results to many households—make sprawl supe-
rior to more compact forms of development? The
response of reasoned judgment can only be negative.
Sprawl has many significant benefits that cannot be
measured empirically, or even roughly estimated in
quantitative terms. It also has many costs that have
similar traits. The same dynamics are true of all

nonsprawl forms of development. Furthermore, there
is an immense diversity of household views, values,
and predilections among the nation’s more than
281 million residents. Therefore, it would be foolish
to conclude that any one form of future metropolitan
development is unequivocally superior to all other
forms. Different forms are better suited than others
to specific conditions, times, circumstances, and re-
sources. The purpose of this study is not to declare
one form of future development “the winner” over
all other possible forms. Rather, that purpose is to
more fully illuminate and clearly delineate both the
costs and benefits of all major forms of develop-
ment—with emphasis upon sprawl because it has been
so dominant in the United States for the past half-
century. Such greater clarity and depth of understand-
ing will enable citizens across the nation to make
better choices about what particular policies concern-
ing the future development of their metropolitan ar-
eas will best serve the long-term interests of their
communities and regions.
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INTRODUCTION

How should policymakers respond to sprawl? This
question is difficult to answer for several reasons.

First, although suburban sprawl is only a form of
metropolitan growth, it has been the dominant form
in the United States for the past half-century. While
the sprawl form is synonymous with metropolitan
growth, other more fundamental forces of metropoli-
tan growth may be responsible for some of the nega-
tive effects often attributed to sprawl. These forces
may have little to do with the pattern of growth. If so,
then policies implemented to respond to specific traits
of sprawl may not effectively counteract the negative
effects of those more fundamental forces of metro-
politan growth. For example, certain fundamental el-
ements of growth (exclusionary zoning, not building
enough inexpensive housing, etc.) contribute to the
concentration of poor households—especially low-
income minority households–within older core areas
of American metropolitan areas. That concentration
is in turn a major cause of adverse local conditions in
high-poverty neighborhoods and the consequent with-
drawal of many viable households and firms from
central cities and older suburbs.

Second, some measure of peripheral growth in U.S.
metropolitan areas has been unavoidable in the past

XV

Developing Policies
in Response to Sprawl

A Menu of Alternative Responses

and probably will remain so in the future. The rea-
sons for this trend include large-scale population
growth in metropolitan areas over the past 50 years,
rising real income, and technological changes in trans-
portation and communications. As a result of large-
scale population growth, metropolitan areas had to
accommodate many more people. Rising real income
led to demands for more interior and exterior space
per household. Those demands would not have been
compatible with purely vertical expansion and higher
population densities in previously settled areas. There-
fore, metropolitan areas had to expand outward at the
edges. The technological changes in transportation
and the building industry reduced the cost of living
in lower-density settlements, thereby enabling out-
ward growth to occur at lower average densities than
had been prevalent before World War II. These forces
made relatively lower-density, outward expansion of
U.S. metropolitan areas almost inevitable after 1950.
No policy could have prevented that outcome.

The same fundamental expansionary forces are still
at work today, in quite powerful forms. Therefore, it
is likely that relatively low-density, outward move-
ment of population will continue in all U.S. metro-
politan areas experiencing population growth—the
vast majority of such areas. Any policies responsive
to sprawl must take realistic account of the need to
continue accommodating these dynamic expansion-
ary forces in some process of change.
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Third, sprawl clearly produces benefits as well as
costs for the residents of U.S. metropolitan areas (see
Chapter 14). In fact, it can be persuasively argued
that, up to now, sprawl has been so widely accepted—
even promoted and encouraged—by residents of U.S.
metropolitan areas because the benefits produced
have outweighed the costs. For this reason, policies
designed to reduce the negative effects of sprawl
should be examined to assess their effect on sprawl-
produced benefits. For example, would the gains
achieved by reducing the negative effects of sprawl
be offset by the reduction of sprawl-produced ben-
efits?

Thus, formulating and recommending policies in re-
sponse to sprawl is not a simple task. It should not
consist solely of identifying sprawl’s negative effects
and designing policies that would reduce those ef-
fects. Rather, sprawl must be seen as part of a con-
tinuing process of accommodating the basic elements
of metropolitan-area dynamics. So, policies devel-
oped in response to sprawl must address its benefits
as well as its costs. The recommendations made in
this chapter attempt to take these complexities into
account while helping to reduce the major negative
effects of sprawl.

THE SPRAWL-GENERATING
PROCESS IN SPECIFIC PARTS OF
METROPOLITAN AREAS

As noted above, sprawl has been generated as part of
the prevailing process of growth in American metro-
politan areas. Those areas can be separated into the
following geographic zones for purposes of analysis:

• core-area poverty neighborhoods
• downtown business districts in central cities

• other sections of central cities and older suburbs
• already developed suburbs with many amenities

and a large proportion of high-income residents
• already developed suburbs with fewer amenities

and an average or lower proportion of high-in-
come residents

• still-expanding new-growth suburbs
• peripheral rural areas containing mostly unde-

veloped land

The dynamic forces operating in each of these zones
can be divided into (1) activity-initiating occurrences
or conditions that underlie change in each zone and
(2) resulting developments in a zone that contribute
to sprawl there or elsewhere. These forces are dis-
played in three accompanying flowcharts (Figures
15.1, 15.2, and 15.3) that show how the activity-ini-
tiating occurrences or conditions give rise to one or
more rounds of resulting developments related to
sprawl. Each flowchart covers some of the seven
zones mentioned above. The charts describe the dy-
namic forces that generate sprawl and that must be
either accommodated or changed by future policies
responsive to sprawl.

OUTCOMES OF THE SPRAWL-
GENERATING PROCESS THAT
REQUIRE REMEDIES

Table 7 in TCRP Report 39 (Burchell et al. 1998) pre-
sents the negative effects of sprawl as derived from
the literature search described in that volume. This
table shows the outcomes of sprawl that have drawn
the most criticism, and that, therefore, are most likely
to need remedies. The specific negative effects se-
lected from the TCRP Report and presented in
Table 15.1 have been slightly revised to make them
more amenable to policy analysis. The last column in
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CORE-AREA
POVERTY

NEIGHBORHOODS

Immigration of
low-income
households from
abroad

Continuing high
rates of crime, drug
use, and personal
insecurity

Low-quality public
schools with
children from low-
income households
prevalent

Aging and
deterioration of the
housing stock

DOWNTOWN
BUSINESS
DISTRICT

Employment grows
for skilled workers

OTHER SECTIONS
OF THE

CENTRAL CITY

Young households
have children
reaching school
age

Continuing
relatively low-
quality public
schools

Older housing
stock ripe for
renovation

Middle-income
households of all
ethnic groups move
out

Viable business
firms move out

Vacancies rise in
housing and land

Property- and
sales-tax bases
decline

Quality of public
services declines

Some households
without children
(empty nesters,
young people,
gays, etc.) move in
to be near jobs

Many households
with school-age
children move out

Some renovation of
older housing
occurs

Percentage of
children from low-
income households
in public school
system rises

More viable
households and
firms move out

Source: Anthony Downs, The Brookings Institution.

Initial Conditions First-Round Reactions Second-Round Reactions Later-Round Reactions

Figure 15.1
The Decline Process in the Central City
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Figure 15.2
The Decline Process in Older Suburbs

Some parcels of
land passed over

Business districts
aging
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Source: Anthony Downs, The Brookings Institution.

Initial Conditions First-Round Reactions Second-Round Reactions



487

More housing
development occurs

Need for infrastructure
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Land values and
housing prices rise

Owners of vacant land
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Source: Anthony Downs, The Brookings Institution.
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Figure 15.3
The Decline Process in the Newer Suburbs
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Table 15.1
Outcomes of the Sprawl-Generating Process That Require Remedies

Areas of Substantive
Concern

Negative Effects of Sprawl from
TCRP Report 39

Revised Negative Effects for Policy Analysis in
This Study

Higher infrastructure costs

Higher public service operating costs

Excessive infrastructure capital and operating costs
and failure to use the available capacity of existing
infrastructure

Higher private development costs

Higher aggregate land costs
Higher housing and other private development costs

Higher government costs and taxes

Public and Private
Capital and Operating
Costs

More adverse public fiscal impacts Undermining of outlying business districts by strip
commercial development

More vehicle miles traveled

Longer travel times

More automobile trips

Higher transportation spending per
household

Excessive reliance on automobiles, excessive energy
use, and imposition of high movement costs on
households

Less cost-efficient and effective
public transit

Inefficient use of public transit because of low-
density development

Increased traffic congestion

Transportation and
Travel Costs

Higher social costs of travel Inadequate mobility of low-income residents due to
lack of public transit services

Loss of agricultural land

Reduced farmland productivity

Reduced farmland viability

Loss of environmentally fragile land

Land/Natural Habitat
Preservation

Reduced regional open space

Absorption of too much once-vacant land, including
environmentally sensitive land and rich agricultural
land

Weakened sense of community Weakened sense of community

Aesthetically displeasing

Greater stress
Not included

Higher energy consumption See transportation

Quality of Life

More air pollution Excessive air pollution

Exclusion of low-income households from suburban
communitiesFosters suburban exclusion
Shortages of affordable housing in the suburbs

Fosters spatial mismatch
Location of jobs too far from inner-city areas of high
unemployment

Fosters residential segregation
Maintenance of residential segregation by race and
income group

Worsens city fiscal stress
Draining of taxable resources out of central cities and
inner-ring suburbs

Inequitable distribution of public services among
subregions and income groups

Social Factors

Worsens inner-city deterioration Diversion of funds from maintaining existing
infrastructure close to inner-city areas to building
new infrastructure in outlying areas

Sources: Center for Urban Policy Research, Rutgers University (1998). Data interpretation by Anthony Downs, The
Brookings Institution.
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Table 15.1 shows the revisions used for the policy
analysis in this study. The methods used to analyze
proposed remedies for negative effects of sprawl are
explained in later sections of this chapter.

CHARACTERISTICS OF THE U.S.
METROPOLITAN GROWTH
PROCESS TO CONSIDER WHEN
FORMULATING POLICIES IN
RESPONSE TO SPRAWL

Any analysis of policies proposed in response to
sprawl must take into account certain characteristics
of U.S. metropolitan areas and how these areas grow
over time. Therefore, as a prelude to analyzing such
policies, these characteristics are examined here.

Every U.S. region needs to experience some net popu-
lation growth and the new development necessary to
accommodate it in order to remain economically dy-
namic over the long run. This is true for the follow-
ing reasons:

• Each region’s total population grows through
annual excesses of births and inmigration over
deaths and outmigration. Further development
is necessary to house the added people and
households.

• Some development is necessary to replace ob-
solete and deteriorated housing and other facili-
ties. If the required development does not occur,
an entire region could gradually sink into func-
tional obsolescence and physical decay.

• Immigration adds substantially to the population
of the United States each year. Although rela-
tively limited geographically, additional dwell-
ing units and other structures must be developed
to accommodate the increased number of house-
holds.

• Additional persons of working age (from 20
through 65) will be necessary to support the re-
tired population in the future. People are living
longer and will need to be supported by others
still in their productive years.

For the above reasons, in the average metropolitan
area with an initial population of one million, at least
11,000 additional housing units per year—plus simi-
lar additions to all other types of space—would be
needed to accommodate natural increase, replacement
of obsolete units, and net immigration from abroad.1

The additional housing units needed are equivalent
to approximately 3 percent of the initial supply of
occupied units. In regions that offer above-average
amenities, the amount of new development required
would be greater. Such regions attract many in-mi-
grants from other regions of the country, resulting in
higher-than-average growth rates and greater demands
for new development to accommodate increases in
population.

Thus, policies designed to respond to suburban sprawl
should accommodate at least some additional growth
and development in any region; policies should not
attempt to halt such growth altogether. This conclu-
sion is reflected in the fact that, from 1990 to 1998,
only 38 (or 11 percent) of the 332 metropolitan areas
tracked by the U.S. Bureau of the Census lost popu-
lation. Population increased in the other 89 percent,
and the overall gain for the 332 areas combined was
8.65 percent, a compound annual growth rate of
1.04 percent (U.S. Department of Commerce 2000).
Moreover, the population in 32 of these 332 areas
increased by more than 20 percent during that period,
resulting in compound growth rates of over 2.3 per-
cent.

The total population growth of a metropolitan area
cannot be controlled by policies adopted by the resi-
dents or governments within that metropolitan area
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(1999a, 61–69)
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alone, although such policies might affect the rate of
its growth. The population and economic activities
of any metropolitan area are going to grow at rates
determined primarily by certain basic characteristics
of that area. These include the area’s climate, physi-
cal size, geographic position, topography, past invest-
ments in business and infrastructure, and population
composition. None of these traits can be significantly
affected by policies adopted by individual local gov-
ernments acting separately. Therefore, an individual
locality cannot stop or even greatly affect the overall
growth rate of its region by adopting growth-man-
agement policies within its own boundaries. This is
the Imperviousness Principle: A region’s growth rate
is impervious to local governments’ attempts to in-
fluence it. Even regional bodies cannot halt overall
growth by adopting current population-serving lim-
its over the entire region since newcomers can enter
in spite of such limits. Policies that raise housing costs
significantly might slow down the rate of growth of an
area over time—although that outcome is not certain.

Attempts by individual localities to limit growth within
their own boundaries normally cause the spread of
growth beyond their boundaries and into other lo-
calities in the same region—thus generating more
sprawl. Most growth-control policies limit or reduce
local population densities. Such local controls push
future growth farther outward—creating more
sprawl—because developers typically move to more
distant locations to build new housing to accommo-
date future growth. Or, the growth may shift into over-
crowded inner-city areas where low-income immi-
grants are concentrated. Therefore, decentralized growth
controls aggravate sprawl; they do not reduce it.

Thus, when any one locality limits future growth
within its own boundaries, that local policy simply
moves the region’s future growth to other areas in
the region; total regional growth is not reduced. This
is the Law of Demographic Displacement. Conse-
quently, nearly all local growth controls are essen-
tially “beggar thy neighbor” policies. Each locality
pursues the interests of its own residents without re-
gard to those of other localities.

As any metropolitan area grows in overall popula-
tion, the total number of low-income households
within it almost always grows in absolute terms. This
is because low-wage workers form a significant por-
tion of every area’s vital workers. The households
containing these workers must be sheltered some-
where within or near the metropolitan area. Under

current conditions, low-income households tend to
disproportionately concentrate in older central cities
and inner-ring suburbs because the oldest, most dete-
riorated, and, therefore, cheapest housing is concen-
trated there. The number of low-income households
is especially likely to rise in metropolitan areas (e.g.,
the cities located near the Mexican border) experi-
encing heavy immigration from poorer nations. These
are among the fastest-growing metropolitan areas in
the nation.

If low-income households are disproportionately con-
centrated within the central city and other older neigh-
borhoods in a metropolitan area, as the whole area
grows and the number of the low-income households
in it rises absolutely, the percentage of the popula-
tion consisting of low-income households must also
rise in the central city and older suburbs. This as-
sumes no increase in overall density within those ar-
eas and no changes in community boundaries.

The only way to avoid such increasing concentration
of the poor within the central city is to expand the
supply of suburban housing available to low-income
households as rapidly as the total number of such
households in the MSA expands. This expanded sup-
ply can come from any of the following sources:

• New “stick-built” housing in the suburbs, subsi-
dized to make it affordable to low-income house-
holds through (1) vouchers, (2) inclusionary zon-
ing that creates such units in otherwise
market-priced subdivisions, or (3) housing
projects containing mainly low-rent housing

• Mobile homes in clusters or on individual lots

• Older, less desirable housing in the suburbs that
“trickles down”

• Doubling up of households in existing housing
in the suburbs (although this is illegal)

• New accessory apartments built in the suburbs
by single-family homeowners

However, if the total suburban supply of housing units
available to low-income households expands more
slowly than the number of low-income households in
the MSA, the concentration of poverty within the
central city will rise, and more nonpoor households
will move out of the central city and into the suburbs.
This implies that attempts to reduce central-city pov-
erty concentrations must involve expanding the sup-
ply of suburban housing affordable to the poor at a
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rate faster than the total population growth of the en-
tire metropolitan area.

The overall pattern of land use within a metropoli-
tan area cannot be rationally controlled without plac-
ing significant limits on the growth permissible in
surrounding counties just outside the metropolitan
area. Limiting growth within the metropolitan area is
ineffective if unlimited growth can take place just out-
side that area. In that case, growth will skip over the
limited sections into the unlimited sections, thereby
defeating the purpose of the growth limitations in the
former.

Most of the important negative effects of sprawl are
regional in nature, not local. As shown in Table 15.2,
the vast majority of these negative effects are either
primarily regional in nature, or both regional and lo-
cal. Moreover, adverse regional conditions cannot
be remedied by individual localities adopting poli-
cies without any explicit means of coordinating those
policies. This applies to traffic congestion, air pollu-
tion, water pollution, infrastructure finance, and other
growth-related problems. It therefore also applies to
such proposed solutions as urban growth boundaries
and moratoria or limits on new housing construction.

Nevertheless, almost all elected officials—federal,
state, and local—recommend leaving growth-man-
agement policies to individual localities (including
counties). This is true even though every local gov-
ernment is motivated to benefit only its own resi-
dents—not the region as a whole. Local elected offi-
cials have strong incentives to please the existing
residents of their own communities, who control their
reelection, and to ignore the welfare of all other per-
sons, who cannot influence that reelection. Therefore,
they make decisions on the basis of a highly paro-
chial and narrowly defined view of “the public inter-
est” that does not take much—if any—account of the
welfare of the region as a whole. As a result, except
in a few cases cited below, nearly all growth-man-
agement policies supported by elected officials can-
not possibly solve the regional growth problems that
are most bothersome to residents.

Most of the metropolitan regions in the nation that
have adopted regionwide policies for growth man-
agement have done so because of some type of crisis.
In Oregon, the crisis was potential development of
the Willamette River Valley’s farmland; in Florida, it
was threatened development of the Everglades; in
New Jersey, it was state Supreme Court decisions that
threatened to end local zoning; in Georgia, it was fed-
eral government refusal to fund more highways in the
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Atlanta area until air pollution levels there were
reduced.

Insofar as local growth limits succeed in reducing
new housing construction within the locality con-
cerned, they tend to force up the prices of housing
there as long as more people want to move in. Local
restrictions on housing supply in the face of strong
demand tend to increase the market prices—and
rents—of both new and existing housing units there.
Higher prices benefit existing homeowners but make
it harder for newcomers to buy or rent homes in the
locality. In fact, the benefit to existing homeowners
is a key reason that local growth controls are so po-
litically popular; existing homeowners form a major-
ity of local residents in most U.S. suburbs. All of the
empirical observations and logical principles de-
scribed above are relevant to analyzing the likely ef-
fects of any policies being considered as appropriate
responses to the negative effects of sprawl.

NEGATIVE EFFECTS OF SPRAWL
RELATED TO URBAN DECLINE

The negative effects of sprawl on American society
can be divided into two groups for purposes of sub-
sequent analysis:

• Those effects directly related to population and
economic growth that primarily affect persons
living and working in the suburban portions of
the metropolitan area. These include the follow-
ing items taken from Table 15.2: increased traf-
fic congestion; excessive air pollution; absorp-
tion of too much once-vacant land, including
environmentally sensitive land and rich agricul-
tural land; excessive infrastructure capital and
operating costs, and failure to use the available
capacity in existing infrastructure; higher hous-
ing and other private development costs; higher

Areas of Substantive
Concern

Revised Negative Effects for Policy Analysis
in This Study

Primary Effects: Local or
Regional?

Excessive infrastructure capital and operating costs, and
failure to use fully the available capacity of existing
infrastructure

Regional

Higher housing and other private development costs Local and Regional

Higher government costs and taxes Local

Public and Private
Capital and Operating
Costs

Undermining of outlying business districts by strip
commercial development

Local and Regional

Excessive reliance on automobiles, using too much energy
and imposing high movement costs upon households

Regional

Inefficient use of public transit because of low density Regional

Increased traffic congestion Regional
Transportation and
Travel Costs

Inadequate mobility of the poor due to lack of public transit
services

Regional

Land/Natural Habitat
Preservation

Absorption of too much once-vacant land, including
environmentally sensitive land and rich agricultural land

Regional

Weakened sense of community Regional
Quality of Life

Excessive air pollution Regional

Exclusion of low-income households from suburban
communities

Local and Regional

Shortages of affordable housing in the suburbs Local and Regional

Location of jobs too far from inner-city workers Regional

Maintenance of housing segregation by race, ethnicity Regional

Draining of taxable resources from inner-core areas Regional

Inequitable distribution and quality of public services Regional

Social Factors

Diversion of funds from maintaining existing infrastructures Regional

Source: The Brookings Institution.

Table 15.2
Are Negative Effects of Sprawl Local or Regional?
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government costs and taxes; undermining of out-
lying business districts by strip commercial de-
velopment; excessive reliance on automobiles;
excessive energy use and imposition of high
movement costs on households; and a weakened
sense of community.

• Those effects related to the concentration of low-
income households in inner-core areas that pri-
marily affect persons living and working in those
core areas. These include the following items
taken from the preceding table: inefficient use
of public transit because of low-density devel-
opment; inadequate mobility of low-income resi-
dents due to lack of public transit services and
exclusion from suburban communities; shortages
of affordable housing in the suburbs; location of
jobs too far from inner-city areas of high unem-
ployment; maintenance of residential segregation
by race and income group; draining of taxable
resources out of central cities and inner-ring sub-
urbs; inequitable distribution of public services
among subregions and income groups; and the
diversion of funds from maintaining existing in-
frastructure close to inner-city areas to building
new infrastructure in outlying areas.

It is true that some of these effects harm both persons
living in the suburbs and those living in core-area
poverty neighborhoods. However, a major criticism
of sprawl is that it has contributed to the decline of
core areas of both central cities and older suburbs,
and that such decline is a central problem in our soci-
ety. (This criticism and its elaborations are covered
in TCRP Report 39 [Burchell et al. 1998].) Presum-
ably, therefore, if sprawl is reduced or eliminated,
the decline of these core areas would be significantly
alleviated. That assertion has major implications
for decision makers trying to determine the poli-
cies that ought to be adopted in response to sprawl
(see Chapter 13).

WHAT BROAD REMEDIAL
STRATEGIES MIGHT ADDRESS
SPRAWL’S NEGATIVE EFFECTS?

In order to formulate specific policies in response to
sprawl’s negative effects, this study has reviewed the
literature and discovered that antisprawl advocates
have proposed seven basic policy strategies to achieve
that goal. These seven strategies are also key elements
in the many approaches to “smart growth” proposed
by different organizations, government agencies, aca-
demic observers, and others during the past few years.
Each policy strategy consists of a broadly defined
means of counteracting what its proponents believe
are one or more negative effects of sprawl, as de-
scribed in earlier sections of this report. These seven
basic policy strategies are as follows:

1. Limit the outward movement of new development
by encouraging more spatially compact metro-
politan forms and restricting or prohibiting new
outlying developments.

2. Reduce society’s current heavy dependence on
private automobiles for ground transportation,
and substantially increase the use of various
forms of public transit or walking and bicycling.

3. Reduce the financial dependence of each local
government’s revenues on the property values
and sales taxes occurring within its own bound-
aries by developing some means of regional shar-
ing of at least portions of these tax bases, or by
increasing the role of state government financ-
ing in local governments.

4. Provide more opportunities for low-income and
minority households to move out of concen-
trated-poverty neighborhoods in inner-core ar-
eas and into suburbs with higher average income
levels and more racially integrated populations,
mainly through provision of some type of hous-
ing subsidy for such households.

5. Introduce new elements of urban design into
land-use planning.  Examples are permitting
more mixed-use developments instead of segre-
gating different types of land use in separate
zones; allowing grid street patterns as well as cul-
de-sac patterns; and encouraging higher-density
development around public transit stops.
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Revised Negative Effects for
Policy Analysis in This Study

Limit
Outward

Movement of
Growth

Reduce the
Role of
Private
Vehicles

Share Local
Tax Bases or

Revenues

Provide
Low-Income
Housing in

Suburbs

Create
Regional

Coordinating
Agency

Introduce
New Urban

Design
Elements

Revitalize
Inner-Core
Areas and

Schools

Excessive infrastructure
capital and operating costs,
and failure to use the available
capacity of existing
infrastructure

Higher housing and other
private development costs

Higher government costs and
taxes

Undermining of older
business districts by strip
commercial development

Excessive reliance on
automobiles, excessive energy
use, and imposition of high
movement costs on
households

Inefficient use of public
transit because of low-density
development

Increased traffic congestion

Inadequate mobility of low-
income residents due to lack
of public transit services

Absorption of too much
vacant land, including
environmentally sensitive and
rich agricultural land

Weakened sense of
community

Exclusion of low-income
households from suburban
communities

Excessive air pollution

Shortages of affordable
housing in the suburbs

Location of jobs too far from
inner-city areas of high
unemployment

Maintenance of residential
segregation by race and
income group

Draining of taxable resources
out of central cities and inner-
ring suburbs

Inequitable distribution of
public services among
subregions and income groups

Diversion of funds from
maintaining existing
infrastructure close to inner-
city areas to building new
infrastructure in outlying ones

Source: Anthony Downs, The Brookings Institution.
Note: Dark cells indicate that the basic policy strategy could have a major effect in alleviating the negative effect
concerned. Lighter shading indicates that the basic policy strategy might have some effect in alleviating that negative effect.

Table 15.3
Relationships between Basic Policy Strategies
and the Effects of Sprawl Needing Remedies
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6. Revitalize concentrated-poverty and other neigh-
borhoods in central cities by reducing crime rates
and substantially improving the average quality
of public schools there, and by removing exist-
ing central-city government obstacles to cost-ef-
ficient development and the operation of busi-
nesses within such cities.

7. Create some type of public agency at the regional
level that has the authority to review and coor-
dinate comprehensive land-use and other plans
drawn up by individual localities within the en-
tire region.

Since these seven broad strategies are designed to
alleviate the negative effects of sprawl, it would be
desirable to indicate just which of those negative ef-
fects are, at least in theory, addressed by each strat-
egy. This has been done in Table 15.3, entitled “Re-
lationships between Basic Policy Strategies and the
Effects of Sprawl Needing Remedies.” The chart dis-
plays the seven policy strategies in seven vertical
columns. The first column in this chart lists the 18 im-
portant negative effects of sprawl described earlier
in this report. Cells in the chart that are darkly shaded
indicate that the strategy in that column could have a
significant effect in alleviating the negative effect
shown in that row. Cells that are more lightly shaded
indicate that the strategy in that column could have at
least some positive effect in alleviating the negative
impact shown in that row. These conclusions about
the possible effectiveness of each strategy are based
upon the researchers’ subjective judgments concern-
ing all the possible relationships between strategies
and negative effects shown in the chart, as derived
from the literature search and the analyses conducted.
The chart shows that every negative effect of sprawl
identified earlier in this report could, at least in theory,
be somewhat or significantly alleviated by one or
more of these seven basic policy strategies.

Admittedly, the relationships shown in this chart are
broad and general. Therefore, it is necessary to ana-
lyze each of these seven basic policy strategies in
much more detail, indicating the specific tactics that
might be used to carry them out in practice. This is
the subject of the next several sections of this report.

Criteria for Evaluating Specific
Tactics

Before considering specific tactics for implementing
each basic policy strategy, it is desirable to set forth

some criteria of desirability for evaluating those tac-
tics. These include the following:

• Likely effectiveness in achieving the desired stra-
tegic outcomes. To what extent will the specific
tactic being considered actually achieve its goals
if implemented?

• Monetary costs. How much would it cost to
implement this tactic effectively?

• Absence of strongly objectionable ancillary ef-
fects. Would this tactic have any highly undesir-
able side effects or related ancillary impacts?

• Administrative difficulty. How difficult would it
be to put this tactic into practice, in terms of the
difficulties of administering it in the field?

• Political acceptability. How much political re-
sistance and support would this tactic generate
if put into practice? Would the surplus of its po-
litical support over its political opposition be
large enough to get it passed in the required leg-
islatures?

• Permanence of effect. How long would the posi-
tive benefits of this tactic endure?
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• Consistency with other tactics and policy strat-
egies. To what extent would carrying out this tac-
tic interfere with, or enhance, the implementa-
tion of other tactics or strategies that appear
desirable?

These criteria will be applied to each specific tactic
as it is considered in detail.

TACTICS FOR ENCOURAGING
MORE SPATIALLY COMPACT
METROPOLITAN DEVELOPMENT

The most significant basic policy strategy analyzed
throughout this study is to encourage more compact
metropolitan development by shifting uncontrolled
growth in areas that are likely to experience sprawl
into controlled growth in those areas or elsewhere.
Most of the extensive national analysis conducted by
Rutgers University in this study involves estimating
how much future “uncontrolled” sprawl might feasi-
bly be shifted from the areas where it now seems likely
to occur into other areas closer to the center of the
metropolitan areas concerned. In the country as a
whole, 3 million development units could be shifted
from one location to another if the controlled-growth
scenario were carried out everywhere instead of the
uncontrolled-growth scenario. Such shifts involve
diverting future growth from one county to another
more-developed county; other shifts involve divert-
ing future growth from less-developed portions of a
specific county to more-developed portions of the
same county.

However, the amount of future sprawl that the study
proposes to shift within or outside of any given county
never encompasses all the future growth likely to
occur there. Rather, the growth shifted would account
for only a portion of the future growth likely to occur
in the counties concerned under uncontrolled condi-
tions. Thus, the tactics for shifting growth in most
areas cannot involve the total prohibition of growth
in the future. Rather, these tactics must both permit a
substantial amount of future growth and simulta-
neously reduce that amount significantly below what
it would be in the absence of public policy interven-
tion.

Following are the specific tactics proposed in the lit-
erature for encouraging more spatially compact fu-
ture metropolitan-area growth:

• Regional urban growth boundaries. Under this
tactic, a state legislature requires planning offi-
cials in each metropolitan area, or perhaps each
such area containing more than a given total
population, to draw an urban growth boundary
(UGB) around the periphery of that region in
order to direct as much future growth as possible
in that region within the boundary. The purpose
of this tactic is to limit future “sprawl” develop-
ment around the periphery of the region. In real-
ity, very few U.S. metropolitan areas other than
those in Oregon and Florida have adopted re-
gional growth boundaries.

— Regional UGBs are not likely to be effective
unless the state legislature also passes some type
of limit or prohibition against privately financed
growth in the territory immediately outside each
UGB and extending for a considerable distance
from that UGB. In the absence of such con-
straints, new development can spring up outside
the UGB, thereby defeating its purpose.

• Local urban growth boundaries. Under this tac-
tic, an individual locality draws an urban growth
boundary within its own borders and constrains
near-future urban development within that bound-
ary. This tactic has been much more widely used
than regional UGBs, but it is still employed by
only a small fraction of all the localities in U.S.
metropolitan areas.

— The tactic used often does not completely pro-
hibit new development outside the local UGB,
but refuses to provide publicly financed infra-
structure outside the UGB. Thus, private devel-
opers can build outside the UGB, but within the
locality, if they finance and build all the required
infrastructure supporting their developments. In
that case, the local UGB resembles a local infra-
structure service district, as described below.

— Unless created within a broader regional or state-
wide framework of UGBs encompassing an en-
tire metropolitan area, local UGBs may be inef-
fective at limiting the outward extension of
growth over the entire region for two reasons.
First, some localities in the region may not adopt
UGBs at all. Second, little or no coordination
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will be created between those localities that do
adopt local UGBs, so no rational overall scheme
will arise for limiting outward growth in the re-
gion as a whole.

• Regional urban utility or other infrastructure
service districts. Under this tactic, a state legis-
lature empowers a statewide or regionwide pub-
lic agency to designate certain limited territories
within a metropolitan area as the only places in
which public funds will be used to finance sew-
erage systems, water systems, roads, and other
basic infrastructure supporting new development.
This encourages private developers to locate their
future projects within such service districts in
order to benefit from public financing of those
infrastructures. In some cases, the territory in-
cluded in such a service district encompasses only
part of the territory encompassed by a regional
UGB. This tactic has been used successfully in
the Twin Cities region of Minnesota.

• Local urban utility or other infrastructure ser-
vice districts. Under this tactic, a local govern-
ment designates certain limited territories within
its boundaries as the only places in which it will
use local public funds to finance sewerage sys-
tems, water systems, roads, and other basic in-
frastructure supporting new development. This
encourages private developers to locate their fu-
ture projects within such service districts in or-
der to benefit from public financing of those in-
frastructures. In some cases, the territory included
in such a service district encompasses only part
of the territory encompassed by a local UGB.
However, in most cases, if the locality has
adopted a UGB, its infrastructure service district
is coterminous with its UGB.

• Large-lot zoning in rural areas. Under this tac-
tic, a state, county, or local government desig-
nates certain outlying portions of a metropolitan
region, county, or locality as developable only
with large minimum lots—much larger than those
associated with most urban dwelling units. Such
lot sizes may range from 10 acres to 200 acres or
more. The purpose of such large minimum lot
sizes is to discourage any significant amount of
residential development in the territories so des-
ignated by raising the minimum cost of each
dwelling unit, thereby forcing “normal” future
development to occur closer to the center of the
community concerned. Montgomery County,

Maryland, has successfully used this tactic for
many years.

• High fees for exactions, proffers, and develop-
ment permission. This tactic consists of charg-
ing developers of new residential areas very high
fees for each new unit to be built; requiring them
to provide free land, school buildings, parks, and
other facilities to the community for infrastruc-
ture serving those new developments; requiring
developers to finance or build some of this in-
frastructure with their own funds; or taking very
long periods of time to review proposed plans
for such developments and to ultimately grant
permission for their construction. The objectives
of this tactic are to discourage new developments
from occurring in the territories where these re-
quirements are applied; to help finance the in-
frastructure required to service those develop-
ments; and often to prevent any dwellings built
there from being affordable to relatively low-in-
come households. This tactic is widely used
throughout the United States, though probably
more to help finance new infrastructure and to
limit new growth in specific localities than to
make new growth within a whole region more
compact.

• Restrictions on physically developable land. This
tactic consists of designating certain territories
in a locality, county, or state as unavailable for
future urban development, at least within the near
future. These territories may be so designated
because of their environmentally sensitive nature
(such as wetlands in the Florida Everglades); their
ownership by a federal government agency (such
as the Department of Agriculture’s land around
the city of Las Vegas); their ownership by an In-
dian tribe (such as the land lying just east of
Scottsdale, Arizona); their function as a water-
shed (such as the land just west of Interstate 280,
south of San Francisco); their function as a habi-
tat for endangered species (such as land along
the Pacific Coast, south of Newport Beach, Cali-
fornia); or for some other cause of unsuitability
for development.

— The ostensible purpose of this tactic is to permit
the territory concerned to carry out its special-
ized function in the region’s ecology, which
would not be possible if that territory were de-
veloped for normal urban uses. However, the real
objectives may simply be to prevent further
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growth in that territory; to raise the price of ex-
isting land and housing by reducing the supply
available to development; or to compel future
growth to locate closer to the center of the al-
ready built-up area.

• State financial aids contingent on restricting
areas of future growth. Under this tactic, a state
legislature provides certain state infrastructure
financing assistance to localities contingent on
the designation by those localities of particular
areas within their boundaries as development
zones or growth zones, and the restriction of
normal future urban development to areas within
those zones. Maryland has adopted this tactic as
the cornerstone of its “smart-growth” strategy.
The objectives of this tactic are to make future
urban development spatially more compact than
it would otherwise be, and to preserve more open
space, free from future development, than would
be prescribed without such a policy.

• Transferable development rights. Under this tac-
tic, owners of certain vacant or agricultural lands
are required to keep those lands free from future
urban development in return for the right to sell
transferable development rights to developers
who can shift the densities in those transferable
rights to other parcels of land closer to existing
settled areas. In theory, developers will be will-
ing to pay for such transferable rights in order to
increase the densities they can use in creating
new projects on closer-in sites to higher levels
than currently permitted on such sites, thereby
increasing the market value of those sites. Such
payments would compensate the owners of the
vacant or agricultural land for having to forgo
profits from selling their land to developers for
purposes of normal urban development. The ob-
jectives of this tactic are to keep more outlying
land in the form of open space, and to redirect

future urban development onto closer-in sites at
higher densities than would otherwise prevail
there.

• Requirements for adequacy of public facilities
prior to development. Under this tactic—some-
times called “concurrency”—local or state gov-
ernments are prohibited from approving any new
urban developments unless the major infrastruc-
tures needed to accommodate those develop-
ments (i.e., roads, streets, sewers, sewerage treat-
ment systems, water systems, and, perhaps,
schools) have already been built, or will be built
simultaneously. This tactic is designed to pre-
vent creation of new developments that place
excessive additional loads on existing infra-
structure because no capacity has been added
to those infrastructure.

— This tactic sometimes has the undesirable result
of causing new development to spread farther—
thus aggravating sprawl—rather than to become
more compact. This results when existing infra-
structures—especially roads—in already built-
up areas become so congested that they are
judged to be inadequate to serve additional de-
velopment. Existing vacant infill sites served by
these infrastructures cannot be developed be-
cause of such concurrency requirements. In that
case, developers often shift their operations to
more rural locations where traffic loads are still
low because little settlement has occurred; hence,
existing facilities are considered adequate to sup-
port more development.

As noted above, these tactics are particularly relevant
here because this report perceives society’s major
remedy to sprawl to be the creation of future devel-
opment that is spatially more compact than it would
be if past trends continued unabated. Thus, the
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planned or controlled-growth alternative to contin-
ued sprawl envisions a major “holding back” of fu-
ture development closer to the center of each metro-
politan area than it would be if fully uncontrolled.
Such “holding back” would require use of one or more
of the above tactics in each county where uncontrolled
sprawl was to be remedied through more compact
development. At present, except for high fees, exac-
tions, proffers, and restrictions on developable land,
these tactics are employed in only a small fraction of
all U.S. counties or localities. Therefore, employment
of the other tactics listed above on any significant
scale would involve a radical change in prevailing
American metropolitan growth and development pro-
cesses.

Rating the Tactics for Encouraging
More Compact Spatial
Development against the Criteria of
Desirability

In order to assess the likely effectiveness of each tac-
tic described in the preceding section, it is necessary
to rate each against the seven criteria of desirability
presented earlier. This has been done for the first six

criteria in Table 15.4, “Rating Tactics for Making
Growth More Compact against the Criteria of Desir-
ability.” The first column lists the 10 tactics described
briefly in the preceding section. Subsequent columns
have headings for the first six criteria of desirability.
Each specific cell contains a brief comment concern-
ing how well the tactic in that row meets the speci-
fied criterion. The seventh criterion—consistency
with other criteria—has been omitted because it re-
fers to different possible sets of several tactics used
simultaneously, rather than to each tactic separately.
Hence, each tactic’s consistency with others depends
greatly on which of the others might be used with it
at the same time; this will vary from one situation to
another.

It should be emphasized that the substantive contents
of Table 15.4 are based on subjective judgments, for-
mulated in light of the literature search and analyses
previously conducted and reported in TCRP Re-
port 39 and the earlier chapters of this report. The
comments in each cell are, of course, subject to change
by others who have different views. Table 15.4 has
been constructed in such a way that altering the con-
tents is relatively easy and straightforward.
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Actual Effect on Regional
Compactness

Assessing the actual effect of a tactic on regional com-
pactness is an especially critical criterion for the pur-

poses of this report because the major policy recom-
mendation of the report is that future metropolitan
growth should be made more compact than it would
be if no further policy intervention were to occur. It
is apparent from reading the entries in this column  in

Compact
Growth
Tactics

Actual Effect on
Regional

Compactness
Ease of

Administration
Low Public

Money Costs
Few Negative
Side Effects

Political
Acceptability

Permanency of
Effects

Regional
Urban Growth
Boundaries
(UGBs)

Effective if
development outside
boundary is
prohibited or severely
limited

Easy to operate once
initial boundaries
have been established

Inexpensive because
no purchase of land
or state aid needed

May cause rising land
and home prices
within boundary, but
also can speed
development process

Very low—hard to
get adopted without
some type of regional
crisis

Probably great, but
experience not yet
long enough to be
sure

Local Urban
Growth
Boundaries
(UGBs)

Ineffective because
local growth controls
move growth to other
parts of the region

Difficult because so
many different places
have different
methods

Moderately costly
because they need
frequent adjustments

May cause rising land
and home prices
within boundary; also
likely  to deflect new
growth farther out

Easier than regional
UGBs, but hard to get
adopted in all
localities

Not enough
experience with
UGBs to determine
permanency of
effects

Regional
Urban Service
Districts

Effective—Similar to
regional urban
growth boundaries

Requires constant
review of boundaries

Moderately costly
because they need
frequent adjustments

May cause rising land
and home prices
within boundary, but
also can speed
development process

Low—hard to get
adopted without some
type of regional crisis

Probably great, but
experience not yet
long enough to be
sure

Local Urban
Service
Districts

Ineffective—Similar
to local urban growth
boundaries

Difficult because
there are so many
local variations

Moderately costly
because they need
frequent adjustments

May cause rising land
and home prices
within boundary; also
likely  to deflect new
growth farther out

Easier than regional
service districts, but
hard to get adopted in
all localities

Not enough
experience with
service districts to
determine
permanency of
effects

Large-Lot
Zoning in
Rural Areas

Effective if used by
all counties in the
region; otherwise
ineffective

Easy once established Very inexpensive
since no land
acquisition involved

May pressure land
prices within
developable areas to
rise

Opposed by farmers
and developers; no
strong base of local
support

Seems to hold up if
politically supported

High
Development
Fees and
Exactions

Not regionally
effective unless
adopted throughout a
region; otherwise
growth is driven to
low-fee areas, which
are usually farther out

Difficult because fees
are continually
challenged by
developers subject to
political influences

Raise a lot of money
even though costly to
administer due to
frequent changes

Makes new housing
costlier for home
buyers, low-income
families

Easy to adopt
because existing
homeowners want
newcomers to pay for
development costs

Have been ineffective
at stopping growth or
making regions
compact

Restrictions on
Physically
Developable
Land

Effective for land
where growth is
blocked, but that
rarely compacts
growth for an entire
region

Easy if reasons for
not being developable
are clear and
unchanging

Inexpensive unless
public is required to
buy the land set aside

If nondevelopable
land forms a large
enough share of a
region, will raise land
prices in developable
areas

Easy to adopt if local
voters are key; varies
if other owners
involved

Can be great if
reasons for
nondevelopment are
enduring

State Aid
Contingent on
Local Growth
Zones

Effective if state aid
is large enough to
motivate localities to
restrict growth to
growth zones

Difficult because
nature and size of aid
must be adapted over
time

Costly because state
must provide enough
aid for big incentives

Not implemented
enough to determine
if tactic has notable
negative side effects

Low—fought by
development
industry, but
localities may like it
if aid is big enough

Not implemented
enough to determine

Transferable
Development
Rights

Not effective because
not applied to enough
outlying vacant land,
and few developers
will buy such rights

Difficult because of
complex individual
transactions at both
ends

Only costs are
administrative, hence
costs are quite low

May increase
densities in close-in
areas to levels
opposed by local
residents, but not
widespread enough to
be really detrimental

Opposed by farmers;
no strong base of
support

Can keep farmlands
in open space a long
time, but do not make
regional growth more
compact

Adequacy-of-
Facilities
Requirements

Ineffective because
rules tend to drive
new development to
outlying low-traffic
territories, causing
sprawl

Very difficult
because of need to
continually measure
adequacy

High costs for
constant review of
adequacy and
compliance

Can drive new
development farther
out if built-up areas
have high congestion
levels

Not difficult to get
passed, but hard to
administer well

Ineffective at causing
new regional growth
to be compact

Source: Anthony Downs, The Brookings Institution.

Table 15.4
Rating Tactics for Making Growth More Compact against the Criteria of Desirability
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Table 15.4 that not all tactics will be equally effec-
tive in making future regional growth more compact.
The following tactics are most likely to help accom-
plish that goal:

• Regional urban growth boundaries
• Regional urban service districts
• State aid contingent on local growth zones

The following tactics could contribute significantly
to more compact regional growth if used by most
counties in the metropolitan area concerned:

• Large-lot zoning in rural areas
• Restrictions on physically developable land

The following tactics are not likely to be effective in
making future regional growth more compact:

• Local urban growth boundaries
• Local urban service districts
• High development fees and exactions
• Adequacy-of-facilities requirements
• Transferable development rights

A serious difficulty with the above conclusions is that
those tactics most likely to be effective in keeping
future regional growth more compact are also the
least politically acceptable, given present attitudes
among voters and local officials. Conversely, those
tactics that are most politically acceptable are least
likely to be effective in making growth compact.

The above analysis of the tactics aimed at achieving
the broad policy goal of limiting the outward move-
ment of new development has been more detailed than
the analyses of the other broad policy goals presented
in the following sections because this first policy goal
is the most significant for purposes of this report.

TACTICS FOR REDUCING
SOCIETY’S CURRENT HEAVY
DEPENDENCE ON PRIVATE
AUTOMOBILES FOR GROUND
TRANSPORTATION

Among the broad policy goals most strongly advo-
cated by the urban planning profession and by the
most vehement critics of sprawl is the reduction of
society’s current heavy dependence on private auto-
mobiles for ground transportation in metropolitan
areas. However, implementing this policy effectively
is likely to prove extremely difficult, perhaps even
impossible, within the prevailing economic, social,
and political climate in the United States.  Use of pri-
vate vehicles for ground transportation is more domi-
nant in the United States than in any other society. In
1995, 86.1 percent of all person-trips and 90.8 per-
cent of all person-miles traveled in the United States
were in privately owned vehicles. Only 1.8 percent
of all person-trips and 2.1 percent of all person-miles
were in public transit (Federal Highway Administra-
tion 1997a). Thus, even if the percentage of person-
trips using transit tripled to 5.4 percent, the percentage
of Americans using privately owned vehicles would
be reduced from 86.1 percent to 82.5 percent—a rela-
tively small decline of only 4.2 percent. The basic
problem is that most Americans regard traveling by
car as more convenient, more comfortable, more pri-
vate, safer, sometimes less expensive, and usually
much faster than traveling by public transit. It is there-
fore difficult to attract more patronage to public tran-
sit, no matter how much that mode of travel is im-
proved. The only way to get a sizable number of
Americans to shift to other modes of transportation
is to make private driving much costlier and less con-
venient than it is now.

Therefore, the most obvious tactic for reducing the
dependence on privately owned vehicles is to increase
the price of gasoline by placing heavy taxes on its
sale, as most other developed nations have done. This
tactic has been decisively rejected by Congress and
every federal administration for years and appears to
have very little chance of ever being adopted—espe-
cially since the market price of gasoline has risen
sharply in 2000. Thus, policymakers seeking to
achieve a significant shift from privately owned ve-
hicles to other means of ground transportation face a
daunting task.
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Nevertheless, the following tactics are at least con-
ceivable means of pursuing this goal:

• Constructing light-rail transit systems or other
fixed-pathway transit systems. Under this tactic,
existing railroad and streetcar rights-of-way, and
in some cases new rights-of-way, are used as
paths for lightweight fixed-rail cars to transport
commuters and other travelers primarily from
partially outlying portions of a region to its cen-
tral business district. The goals are to shift many
rush-hour commuters off the expressways; to
provide better accessibility to people who can-
not drive; to reinforce markets for office build-
ings and other employment activities in existing
downtown areas and older business districts; and
to reduce air pollution. This tactic has recently
been adopted by quite a few regions in the United
States, including Portland, Denver, Miami, San
Diego, Dallas, and Los Angeles. In most cases,
actual ridership on light-rail systems has fallen
far short of initial estimates used in attracting
political support for their creation. Therefore,
substantial continuing public subsidies have been
necessary to keep these systems running. More-
over, there has been little or no discernible re-
duction in peak-hour traffic congestion within the
regions concerned. However, light-rail systems
have strengthened demand for office space and
other activities within the downtown areas they
serve.

• Constructing special-lane busway systems. This
tactic provides a much more flexible alternative
to light-rail and other fixed-track systems because
it permits the buses utilized to leave the fixed
guideways at either end of the trip and serve many
different connecting routes without requiring
passengers to change vehicles. Houston, Texas,
has established a large network of such busways

instead of building a subway and light-rail sys-
tem. Houston was one of only two major cities
in the United States that had less traffic conges-
tion in 1997 than in 1990, according to the Texas
Transportation Institute.

• Adopting higher gasoline taxes. This tactic at-
tempts to discourage people from driving as
much as they do now by increasing the cost of
doing so. Most developed nations that are not
major oil producers have imposed high national
taxes on gasoline, doubling or tripling the cost
to consumers of the motor fuel itself. This has
helped encourage much greater use of public tran-
sit, walking, and bicycling. However, repeated
attempts to get the U.S. Congress to raise taxes
on gasoline as a conservation measure have
failed. This is true even when the market price
of gasoline fell to record low levels (in real, in-
flation-adjusted terms) in early 2002. Political
support for higher gas taxes diminishes further
as the price of gasoline rises..

• Increasing automobile license fees and sales
taxes. This tactic has been adopted in several rela-
tively small nations, notably Singapore and Den-
mark, as a means of discouraging the use of pri-
vate vehicles. Singapore charges a huge annual
fee just to make a potential buyer eligible to own
a private vehicle; further it imposes high sales
taxes when the vehicle is purchased and high
gasoline taxes when it is used. Denmark has a
sales tax on imported vehicles—which means all
new vehicles—of more than 100 percent, and
high gasoline taxes. The United States has as-
siduously avoided using this tactic; in fact, in
1998, the governor of Virginia was elected largely
on a platform of doing away with personal prop-
erty taxes on existing automobiles. Hence, po-
litical support for this tactic is virtually nonex-
istent.

• Using high-occupancy-vehicle (HOV) lanes of
various types, including high-occupancy-toll
(HOT) lanes. This tactic does not attempt to re-
duce dependency on privately owned vehicles;
instead, it attempts to reduce the number of such
vehicles required to transport a given number of
passengers during peak hours, thereby reducing
traffic congestion in those periods. This goal is
supposed to be accomplished by encouraging
people to carpool so they can travel in specially
designated lanes reserved for vehicles carrying
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more than one person. Since traffic in HOV lanes
is relatively light, those who carpool can move
faster during peak hours than those who do not.
HOT lanes permit persons driving alone to travel
in fast-moving lanes if they pay a special toll to
gain entry onto them. This allows a driver to es-
cape peak-hour congestion if he or she is willing
to pay the toll, although it does nothing to allevi-
ate peak-hour congestion for those who do not
want to pay. HOV lanes have been established
in many major metropolitan areas, but it is not
clear to what extent they actually reduce overall
traffic congestion. Some places, such as north-
ern New Jersey, have actually begun removing
HOV lanes after using them for several years and
concluding that those lanes would carry more
people per hour if there were no restrictions on
who used them.

• Charging high peak-hour tolls on major express-
ways and other commuter routes. This tactic is
designed to discourage enough people from trav-
eling on the tolled roads during peak hours so that
traffic can move swiftly there, reducing conges-
tion. Congestion pricing has long been recom-
mended by economists as a means of rationing
scarce highway space. Implementation of this tac-
tic has always been prevented by politicians who
recognize that most citizens do not want to pay
rush-hour tolls for two reasons. First, they think
such tolls are just another form of taxation of some-
thing they now receive without monetary cost: the
opportunity to drive during rush hours. Second,
they believe this tactic provides unfair advantages
to wealthy commuters who could travel swiftly
while less-affluent commuters would have to travel
at inconvenient times or on less-convenient routes.
Therefore, few metropolitan areas have ever tried
this tactic on any significant scale. When they have
been tried in the New York-New Jersey metropoli-

tan area, peak-period toll increases are imposed as
off-peak period toll decreases to “EZ Pass” users.
This tactic has had relatively limited exposure.

— The HOT lanes tactic described earlier can also be
considered a form of this tactic, although it does
not eliminate peak-hour congestion for the major-
ity of commuters who travel by automobile. The
HOT lanes tactic does permit a relative few who
are willing to pay to commute more quickly the
opportunity to do so. However, even HOT lanes
have rarely been tried in practice.

— The practicalities of implementing this tactic
throughout a large metropolitan area have never
been confronted, and they could be considerable.
A lot of peak-hour traffic would undoubtedly be
diverted onto nontolled local routes or into time
periods just before and just after the peak hours.
New technologies of collecting tolls without slow-
ing cars at toll booths may have overcome some
of the practical problems involved—but not the
political ones.

• Deregulating public transit delivery systems. This
tactic seeks to make public transit more competi-
tive by permitting individual jitney service, small-
scale bus lines, use of nonunion drivers with lower
pay scales, more taxis in each locality, private com-
muter bus service on unregulated routes, and with-
drawal of transit service from routes with very low
ridership. Ending current transit and taxi monopo-
lies should improve the quantity and quality of pub-
lic transit, thereby increasing ridership over present
low levels. If successful, this would shift at least
some people from cars onto public transit.

• Increasing development densities around pub-
lic transit stops. This tactic seeks to increase the
number of people living close enough to public
transit stops so they can conveniently walk to
those stops, both to board transit there and to
shop in the stores that usually cluster around such
stops. The result would be a reduction in the daily
number of automotive vehicle trips made by each
person. It would also increase the number of
potential transit patrons, thereby reducing the
subsidies needed to operate public transit.

— If the average American is willing to walk half a
mile to reach public transit, then higher density
could be created within a circle containing
0.785 square miles (502 acres) and still be within
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walking distance. If residences occupied half the
land in that circle at an average density of 20 units
per acre, and if each household contained
2.68 persons on the average, then 13,480 persons
could live within walking distance of each tran-
sit stop. If any sizable fraction of them actually
used the transit serving that stop for daily com-
muting and other purposes, the vehicular traffic
they generated each day could be greatly reduced.

— Unfortunately, experience indicates that this tac-
tic suffers from two major flaws. First, local resi-
dents in communities served by transit stops of-
ten oppose increasing densities around those
stops. Studies of the long-established San Fran-
cisco Bay Area Rapid Transit System (BART)
show that most of its outlying stops have not been
developed in accordance with this tactic, but are
surrounded instead by parking lots to which resi-
dents drive before boarding BART. Second, even
where high-density residential and commercial
development has taken place near transit stops,
a majority of the people living or working within
walking distance nevertheless drive instead of
using transit. Third, the percentage of all work-
ers in a region well served by public transit who
commute by transit remains relatively small, ex-

cept in the New York City region, and traffic
congestion levels remain high.

• Even so, it certainly makes sense to encourage
high-density uses near public transit stops—es-
pecially those that link major employment cen-
ters and surrounding residential areas.

• Subsidizing cars for low-income households.
This tactic is not designed to reduce the use of
automotive vehicles but to make such use avail-
able to low-income households who cannot now
afford it so they could more easily commute to
suburban jobs from inner-core areas where un-
employment is high.

• Building more bike paths and pedestrian-friendly
street landscapes. This tactic is designed to make
it easier for people to use alternative trip modes
for short errands (e.g., shopping, going to and
returning from school) and commuting to work,
thereby reducing use of automobiles. The tactic
includes building more sidewalks and separate
bike paths; making landscapes more attractive;
creating more retail outlets in residential areas
to shorten distances between homes and stores;
and putting some dwellings above retail outlets
in business districts.
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The most obvious tactics for  reducing the depen-
dence on privately owned vehicles have been pre-
sented.  A number of other tactics, while not elabo-
rated on, deserve mention—namely, distance-based
automobile insurance costs and parking pricing.

Rating the Tactics for Reducing
Dependence on Private
Automobiles against the Criteria of
Desirability

In order to assess the likely effectiveness of each tac-
tic described in the preceding section, it is necessary
to rate each against the seven criteria of desirability
presented earlier. This has been done for the first six
criteria in Table 15.5, “Rating Tactics for Reducing
Dependence on Privately Owned Vehicles against the
Criteria of Desirability.” The first column lists the
10 tactics described briefly in the preceding section.
Subsequent columns have headings for the first six
criteria of desirability. Each specific cell contains a
brief comment concerning how well the tactic in that
row meets the specific criterion. The seventh crite-
rion—consistency with other criteria—has been omit-
ted because it refers to different possible sets of sev-
eral tactics used simultaneously, rather than to each
tactic separately. Hence, each tactic’s consistency with
others depends greatly on which of the others might
be used with it at the same time; this will vary from
one situation to another.

It should be emphasized that the substantive contents
of Table 15.5 are based on subjective judgments, for-
mulated in light of the literature searches and other
empirical analyses previously conducted and reported
upon in TCRP Report 39 and in earlier chapters of
this study. Table 15.5 has been constructed in such a
way that altering the contents is relatively easy and
straightforward.

Effect on Dominance by Privately Owned Vehicles.
The effect of a tactic on the dominance of privately
owned vehicles is probably the single most impor-
tant criterion of desirability. After all, if a tactic is not
likely to work effectively in achieving its purpose,
there is not much point in trying to implement it, as-
suming it has nontrivial costs. The comments in this
column in Table 15.5 reveal that greatly increasing
taxes on gasoline is the only tactic likely to have much
effect in reducing automobile dependence in U.S.
metropolitan areas, and even this is likely to have

little effect. U.S. automobile users will choose dif-
ferent types of automobiles before they will choose
not to own an automobile. All other tactics would have
little effect on the present high levels of use of pri-
vately owned vehicles for ground transportation. In
theory, very high license fees and sales taxes might
have some impact, but those fees and taxes would
have to be increased immensely to be effective. How-
ever, neither of these two tactics has much chance of
achieving political acceptability in the absence of
another energy crisis like that which occurred in the
1970s. Those few tactics with relatively high politi-
cal acceptability—constructing light-rail transit sys-
tems and more bikeways and pedestrian walks—
would have little effect on reducing overall
automobile dependency in U.S. metropolitan areas.

It thus appears that effectively implementing this ba-
sic policy will be extremely difficult. Some of the
tactics derived from this policy are politically accept-
able enough, and inexpensive enough, to implement
without much difficulty, and they would produce some
positive benefits. However, they would not greatly
reduce society’s dependence on privately owned au-
tomobiles for ground transportation. These tactics
include building more bikeways and pedestrian walks
and encouraging more high-density development near
transit stops. Other tactics would be ineffective in
achieving the stated goal and would incur major pub-
lic-sector costs: for example, building light-rail sys-
tems and subsidizing cars for low-income households
at significant scale.

The difficulty of reducing dependence on privately
owned vehicles can be illustrated by analyzing a re-
cent American Public Transit Association finding that
public transit ridership rose 4.5 percent in 1999, while
motor vehicle travel increased by only 2 percent
(Layton 2000, A1, A12). The Association regarded
this as a triumph for public transit. However, in 1995,
only 1.8 percent of all person-trips were by public
transit; 86.1 percent of all person-trips were by pri-
vately owned vehicles. If the mass transit share rose
to 2 percent by 1999 and the privately owned vehicle
share remained unchanged, then there were 452.9 bil-
lion person-trips of all types in 1999. The total abso-
lute gain in 1999 for each mode was 391.8 million
for mass transit, and 7.646 billion for privately owned
vehicles. Thus, of the 1999 total absolute increase in
trips of both types, 95.1 percent of the trips were in
privately owned vehicles, and only 4.9 percent of the
trips were on mass transit. In 1999, 2.27 percent of



506

D E V E L O P I N G   P O L I C I E S   I N   R E S P O N S E   T O   S P R A W L

all trips were on mass transit. If mass transit usage
continued to rise by 4.5 percent per year, and privately
owned vehicle usage increased by only 2 percent, then
it would take until 2011 for mass transit trips to reach
3 percent of all trips, and until 2024 for mass transit

trips to reach 4 percent of the total. Thus, the shift of
any significant percentage of all trips from privately
owned vehicles to mass transit is not likely to happen
for a long time.

Transportation
Tactics

Effect on
Dominance by

Privately Owned
Vehicles

Ease of
Administration

Low Public Money
Costs

Few Negative
Side Effects

Political
Acceptability

Permanency of
Effects

Constructing Light-
Rail, Other Fixed
Pathway Systems

Little effect on
peak-hour traffic
congestion; does
strengthen
downtown business
districts

Not difficult to
operate once a
system has been
built

Expensive to build
and requires
constant operating
subsidies

Disrupts street
traffic slightly
when tracks are
built along streets;
no serious negative
side effects

Strongly supported
by manufacturers of
light-rail cars,
tracks; little
powerful opposition

Lasts for decades,
unless operating
subsidies are too
high

Constructing
Special-Lane
Busway Systems

Has helped reduce
peak-hour
congestion in
Houston, but auto
travel still hugely
dominant

Not difficult to
operate once a
system has been
built

Expensive to build
and requires
constant operating
subsidies

Disrupts street
traffic slightly
when routes run
along streets; no
serious negative
side effects

Mixed—opposed
by auto companies
and road builders
who want funds for
roads

Lasts for decades,
unless operating
subsidies are too
high

Increasing Taxes on
Gasoline

Reduces auto usage
if taxes are set high
enough, as in
Western Europe

Relatively easy to
operate, since
already in place

Could raise huge
amounts of money

Hurts low-income
commuters forced
to drive

Extremely low in
the United States;
has never come
close to passing

Lasts only as long
as high taxes are
supported

Increasing Auto
License Fees and
Sales Taxes

Reduces auto
ownership if taxes
are set very high, as
in Singapore and
Denmark

Not difficult Not costly; could
raise some
additional public
funds

Prevents many low-
income households
from enjoying the
benefits of auto
usage

Extremely low in
the United States
because so many
depend upon heavy
auto use

Not permanent—
subject to repeal by
astute politicians

Using HOV and
HOT Lanes

Little effect on
peak-hour
congestion and
overall auto
dominance

Not difficult to
operate once built,
but hard to strictly
enforce rules

Costly because
must use added
lanes to gain
acceptability

May carry low per-
lane traffic
compared with
“normal”
expressway lanes

Low—favored
more by planners
than by drivers

Not permanent—
subject to repeal by
astute politicians

Charging High
Peak-Hour Tolls on
Key Commuter
Routes

High bridge tolls in
New York have had
little impact on
traffic; not enough
other experience
available to judge
effectiveness

Difficult to decide
where to put toll
facilities and to
cope with diverted
traffic patterns

Costly to install,
but could raise
large amounts from
tolls after that

Could divert traffic
to local streets; also
inconveniences
low-income
commuters

Extremely low in
the United States;
only a few areas
have ever tried it on
any scale

Not known because
there has been little
experience with this
tactic

Deregulating Public
Transit

Has not been tried
enough to evaluate
impacts

Raises controversial
political issues,
conflicts

Should reduce the
public costs of
transit

Undermines public
transit companies
with high pay

Low—fought by
transit unions and
operators

Could last a long
time if deregulation
is sustained

Encouraging High-
Density
Development Near
Transit Stops

Ineffective at
reducing auto
dominance; people
living near transit
stops still mostly
use privately owned
vehicles

Hard to overcome
local neighborhood
resistance; not
difficult to
encourage private
development

Requires public
money to build
infrastructure
serving high-
density projects

Increases local
traffic congestion in
high-density areas

Mixed—many
localities oppose
higher-density
development even
when located near
transit stops

Lasts for decades
once high-density
facilities are
constructed

Subsidizing Cars
for Low-Income
Households

Has not been tried
to a great extent,
but would not
reduce auto
dominance

Difficult, although
not yet tried at any
large scale

Expensive if used
at any large scale

Increases traffic on
roads if carried out
at any scale; can be
costly in public
funds

Low—only support
comes from
powerless poor who
do not own cars

Lasts only as long
as subsidies
continue to be
supported

Building More Bike
Paths and
Pedestrian Walks

Could reduce local
trips but would not
affect overall
commute patterns
substantially

Easy to administer
once in place

Relatively
inexpensive to
build

No negative side
effects

High—little
organized
opposition, low
costs to create

Lasts for decades

Source: Anthony Downs, The Brookings Institution.

Table 15.5
Rating Tactics for Reducing Dependence on Privately Owned Vehicles

against the Criteria of Desirability
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REDUCING THE FINANCIAL
DEPENDENCE OF EACH LOCAL
GOVERNMENT’S REVENUES ON
THE PROPERTY VALUES AND
SALES TAXES OCCURRING
WITHIN ITS OWN BOUNDARIES

A major fiscal problem within many metropolitan
areas is that their central cities and some of their older,
inner-ring suburbs have lost large portions of their
former tax base because of out-migration of finan-
cially viable households and businesses to outlying
suburban communities. At the same time, the con-
centration of high percentages of the region’s low-
income households within the inner-core communi-
ties generates high levels of public costs per capita
there. This combination of shrinking tax bases and
high per capita expenditures puts a “fiscal squeeze”
on many central cities and older suburbs. They are
compelled to raise their tax rates in order to pay for
the spending their citizens want and need. However,
when they raise property and sales taxes to cope with
this fiscal squeeze, additional financially viable house-
holds and businesses are motivated to move to other
municipalities with lower tax rates. This leaves be-
hind an even higher percentage of residents with rela-
tively low incomes. The entire situation forms a down-
ward fiscal spiral that reduces the ability of these
communities to pay for the services that their citi-
zens need. The result is a lowering of both the quan-
tity and quality of such public services as schooling,
health care, police and fire protection, public librar-
ies, parks and recreation, and public works (e.g., street
maintenance). This reduction in the amount and qual-
ity of public services further motivates people with
choices to move to other communities.

One obvious remedial strategy is to improve the qual-
ity of life within the city by upgrading the services its
government provides. This strategy would reduce the
motivation for viable households and firms to move
out. Several aspects of such an improvement policy
are examined under another strategy presented later
in this chapter: revitalizing concentrated-poverty and
other neighborhoods in central cities. Revitalizing a
city and upgrading its public services normally re-
quires spending more money. Where is such addi-
tional funding to come from? The following major
tactics have been developed around the country:

• Tax-base sharing. Under this tactic, each com-
munity in a region designates some part of its
assessed value base, or part of a stream of tax
revenues, for inclusion in a regional pool of as-
sessed values or tax revenues that is then divided
among all localities in the pool by some formula,
usually involving total population and perhaps
other variables. The assessed values or revenue
streams to be included in the base from which
the shared pool is derived are only those added
to each community subsequent to the date at
which this arrangement is adopted by the state
legislature. For each property created after that
date, some percentage of the assessed value is
retained by the locality where the property is
built, and the remainder is placed in a regional
pool of assessed values.

— The basic objectives of sharing tax bases are (1)
to reduce competition among communities for
nonresidential properties to add to their tax bases,
since such properties added to any community
also add to the pool shared by all communities;
(2) to create a fairer distribution of tax benefits
from properties created in each community that
also impose costs upon surrounding communi-
ties; (3) to reduce disparities in assessed values
per capita among communities within the same
region so as to provide more equalized (but not
equal) bases for financing local government ser-
vices, including education; and (4) to permit re-
gional land-use planning across a territory that
contains parts of several different municipalities,
each of which would not receive equal shares of
future developments if rational plans were
adopted for the region as a whole.

In the Twin Cities (Minneapolis and St. Paul,
Minnesota) region, this tactic has significantly
reduced disparities among the localities included
in the pool concerning their assessed nonresiden-
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tial property values per capita. When this arrange-
ment was put into effect in 1975, the greatest
disparity was 50 to 1; today it is 12 to 1. It is not
clear whether this tactic has greatly reduced com-
petition among adjacent or nearby localities for
added nonresidential development projects.2

Regional tax-base and revenue-sharing arrange-
ments could vary in several key dimensions.
Since only one U.S. region—the Twin Cities re-
gion of Minnesota—has adopted an extensive
version of regional tax-base sharing, its experi-
ence provides the following guidelines concern-
ing these possible variations.

— The type of taxable property included. The Min-
nesota approach includes only nonresidential
properties created after the date on which the pro-
gram was first adopted. It does not affect local
residential tax bases or the original, past non-
residential tax bases of the communities involved.
However, in theory, other tax-base-sharing ar-
rangements could involve residential values as
well. Moreover, it is possible to include sales tax
receipts in a similarly shared pool, as Montgom-
ery County, Ohio, has done with a 1 percent add-
on sales tax.

— The percentage of added assessed values in-
cluded in the shared pool. In Minnesota, 60 per-
cent of added assessed values are retained by the
community in which the new properties are lo-
cated, and 40 percent are placed in the pool to
be shared by all communities. This division rec-
ognizes that the place in which the new property
is built must bear most of the added costs of serv-
ing that property, but it also recognizes that other
communities may have to bear some added costs
too.

— The formula for allocating pooled assessed val-
ues among participating localities. This formula
will almost certainly include the population of
each locality, but it may also make some allow-
ance for the relative tax burdens placed on local
citizens, or the proportion of low-income citi-
zens within each locality, or other relevant fac-
tors.

— Other examples of this tactic. The Dayton, Ohio,
region has adopted limited revenue sharing
among 29 of 30 communities (both municipali-
ties and townships) in Montgomery County. In
January 1991, three incentive funds were estab-
lished by the county based on a 1 percent county-
option sales tax as well as the community agree-
ment to pool some additional local tax revenues.
As of 1999, the Economic Development fund,
which receives $5 million per year in sales tax
revenues, has committed $24.5 million in
117 public and private projects, matched by
$93 million in other local, state, and federal funds
and $142 million in private investment. The re-
sult is the creation of an estimated 9,000 or more
new jobs and retention of another 9,000 jobs.

The Intermunicipal Tax Sharing Account in
northern New Jersey shares tax revenues from
the development of the Hackensack Meadow-
lands District among 14 local municipalities and
two counties, parts of which are located within
that district. This arrangement was developed
because optimal overall land-use planning for the
entire Hackensack Meadowlands District re-
sulted in some localities having most of their land
within the region designated for low-revenue
parks and public uses, whereas other localities
had some of their land in the region designated
for high-revenue shopping centers and other com-
mercial uses. In order to prevent the former lo-
calities from experiencing inequitable fiscal con-
sequences compared with the latter, the state set
up the Meadowlands Regional Development
Agency in 1970. That agency serves as a con-
duit for tax revenues on all increases in assessed
values that occurred within the district since
1973. Each municipality and county taxes the
properties within its own boundaries at its usual
tax rate, but tax revenues from those increases in

2 The nature and history of this legislation are described
by Myron Orfield (Brookings Institution and Lincoln
Institute of Land Policy 1997).
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assessed value that have occurred since 1973 go
into a pool that is then redistributed to the 14
communities and two counties to offset the ad-
vantages and disadvantages resulting from the
regionwide planning of land uses. This distribu-
tion also takes into account the increase in school
capital facilities caused by new development
within the district since 1973. The result is that
some of the 14 communities and two counties
are net contributors to the pool, and others are
net recipients. In calendar year 1998, including
an adjustment payment for 1997, five communi-
ties were net contributers into the pool, 10 were
net collectors from the pool, and one broke even.
The largest contributor paid $840,000, while the
largest recipient collected $502,000 (Hackensack
Meadowlands Development Commission 1972).

Monroe County, New York (including the city
of Rochester), received authority from the state
legislature to collect a local sales tax of up to
4 percent, which is added onto the state sales tax.
Monroe County is currently collecting more than
$300 million per year from this local sales tax.
The county shares approximately two-thirds of
its local sales tax revenues with specific munici-
palities and school districts within its boundaries.
Approximately 32 percent of the revenues from
this source are allocated to the city of Rochester,
which thus collects more than $100 million an-
nually from this source. This revenue sharing
provides about one-third of the city’s revenues.
Because the county’s boundaries encompass
many other local communities, this is a more ef-
ficient way to shift money to the central city than
permitting that city to add to its own sales taxes.
If only the city had the added sales tax, consum-
ers would buy goods and services from surround-
ing municipalities where that tax was not charged,
thereby reducing the effectiveness of the tax
within the city. Since the tax is assessed through-
out the county, such evasion is more difficult.3

— Tax-base sharing enables local officials repre-
senting a majority of residents in the region to
form a political coalition in support of regional
arrangements in the state legislature, even if rep-
resentatives of localities with a minority of the

region’s residents oppose such arrangements.
This coalition can, in theory, overcome efforts
by a minority of residents within a region to block
the implementation of effective regional arrange-
ments by refusing to participate in them volun-
tarily. Regional tax-base sharing can, in effect,
create an incentive for representatives from lo-
calities containing a majority of the region’s resi-
dents to support this—and possibly other—re-
gional arrangements because their communities
will gain higher tax bases per capita than they
would achieve without tax-base sharing.

• State government provision of a higher percent-
age of local revenue needs. In some states, the
state government provides a relatively high share
of certain local revenue needs that in other states
are met more fully by local governments. In the
1992 to 1993 school year, state governments as
a whole paid 45.8 percent of the total cost of
public elementary and secondary schools in the
United States. However, the state government of
Hawaii paid 90.1 percent of the total cost in its
state. The state governments of Alaska, Califor-
nia, Delaware, Idaho, Kentucky, New Mexico,
North Carolina, Oklahoma, Washington, and
West Virginia paid more than 60 percent of the
cost in their states. At the other end of the spec-
trum, the state of New Hampshire paid only
7.9 percent of the total cost of public elementary
and secondary schools. The state governments
of Connecticut, Illinois, Maryland, Massachu-
setts, Michigan, Missouri, Nebraska, Nevada,
New York, Oregon, South Dakota, Vermont, Vir-
ginia, and Wisconsin paid less than 40 percent
of such costs in their states (National Center for
Education Statistics 1996, 153). State govern-
ment provision of aid for other public functions
also varied significantly across the nation, though

3 Data on the Monroe County sales tax revenue-sharing
program was obtained by telephone from the County
Comptroller’s Office on May 25, 1999 by Anthony Downs.
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not as much as for public elementary and sec-
ondary education.

— When a state government provides a high per-
centage of the funds needed to carry out some
public service, the impact of sprawl on the abil-
ity of central cities and older suburbs to provide
that service to their residents is greatly reduced.

Rating the Tactics for Reducing the
Financial Dependence of Each
Local Government’s Revenues
upon the Property Values and Sales
Taxes Occurring within Its Own
Boundaries against the Criteria of
Desirability

The information in Table 15.6 rates the tactics de-
scribed above against the criteria of desirability de-
scribed in an earlier section of this chapter. The big-
gest problem with tax-base sharing has been the
political difficulty of getting it adopted, because it
essentially redistributes future tax burdens from one

set of localities to another set. The localities that gain
from this redistribution include those with relatively
low per capita property-tax bases, especially those
without much commercial and industrial property. The
localities that lose—at least from a short-term per-
spective—are those with high per capita property-
tax bases, especially those containing large amounts
of commercial and industrial development. However,
this latter group normally has much political influ-
ence in state legislatures and can therefore success-
fully resist attempts to shift their future tax revenues
to less fortunate places. Consequently, only one met-
ropolitan area in the United States—the Twin Cities
area in Minnesota—has adopted significant tax-base
sharing across an entire region for use in all types of
government functions (though the tax base involved
is confined to additional commercial and industrial
property).

Using state funds to supplement local spending is a
much more widely adopted tactic. This is especially
true of funding for education; state courts have pres-
sured state legislatures to “do something” to offset
huge inequalities in past per-pupil funding among

Tactics for This Strategy

Criteria of Desirability Tax-Base Sharing Increased State Funding

Effectiveness in Reducing
Local Government
Dependence on Local
Sources of Revenues

Can sizably reduce per capita resource
disparities among localities over the long
run; takes a long time to do so

If state provides a high enough share of
total revenues, tactic can be very effective;
if not, tactic not very effective

Ease of Administration Not difficult once it is implemented;
setting the original formula may be
complicated

Not difficult if a state has sufficient
revenues to make a difference

Cost in Public Funds Little additional cost to taxpayers Adds directly to state costs; could cut local
tax burdens somewhat

Few Negative Side Effects Creates strong conflicts between poor
localities and wealthier ones. Central cities
may not always be beneficiaries

More state funding usually means less
local control of funded functions. May
cause higher state taxes

Political Acceptability Highly controversial; requires a statewide
legislative coalition of central cities and
low-tax-base suburbs. Adopted in only one
place

Resisted concerning schools because of
local control issue; otherwise well received
by localities, but resisted by state
legislators

Permanence of Effects Builds up greater effectiveness over time;
no reason effects should not last

Effects last as long as the state continues
providing a significant share of costs

Consistency with Other
Tactics

Can easily be part of larger regional
strategy; consistent with regional view

No significant inconsistencies except the
reduction of local control over the use of
funds

Source: Anthony Downs, The Brookings Institution.

Table 15.6
Rating Tactics for Reducing Each Local Government’s Dependence

on Revenues Derived from within Its Own Borders
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local school districts. Such legal pressures have of-
ten overcome political resistance to both raising state
taxes and “interfering” with local control of schools.
Even so, wide disparities in per-pupil spending still
exist in many states.4

PROVIDING OPPORTUNITIES
FOR LOW-INCOME AND
MINORITY HOUSEHOLDS TO
MOVE OUT OF
CONCENTRATED-POVERTY
NEIGHBORHOODS

Many long-time observers of urban problems and
prospects have concluded that reducing the negative
effects of concentrated poverty in inner-core neigh-
borhoods requires reduction of the poverty concen-
trations there; changing prevailing behavior patterns
among their residents without reducing poverty con-
centrations will not improve conditions. This strat-
egy seeks to accomplish that goal by enabling and
encouraging low-income residents of concentrated
poverty areas to move to neighborhoods not marked
by such concentrations—particularly to neighbor-
hoods dominated by middle-income households.

Two fundamental obstacles must be overcome to
make this strategy work. First, there is a large gap
between the economic capacity of low-income house-
holds and the market costs of renting or buying hous-
ing units in nonpoverty neighborhoods. Somehow, that
gap must be filled with funds from sources other than
the households’ limited resources. Second, the resi-
dents of nonpoverty neighborhoods frequently and
vehemently resist the entry of households whose in-
comes are much lower than their own—especially if
the incumbent residents are predominantly white and
the newcomers are predominantly African Americans.
That resistance must be overcome both to permit the
newcomers entry and to create conditions under which
they can improve their quality of life there. Possible
tactics for coping with both these obstacles are de-
scribed below.

• Inclusionary zoning. Under inclusionary zoning,
residential developers of new housing subdivi-
sions over some specified size (e.g., 10 units)
are required to include within that project a cer-
tain percentage of units—usually between 15 per-
cent and 20 percent—that are priced to be afford-
able to households with incomes below the
areawide median income. The developers may be
unable to include such low-priced (or low-rent)
units at a reasonable profit per unit without some
special countervailing advantage. That advantage
is usually allowing the developer to build at a
higher density than that for which the parcel con-
cerned was originally zoned. The higher density
spreads the original cost of the land over more
units, thereby raising the profitability of the units
not being reduced in price.

— The advantage of this tactic is that it does not
require expenditure of a significant amount of
public funds, since no direct subsidies are re-
quired to make these units affordable to relatively
low-income households. It also mixes families
occupying affordable units with those occupy-
ing market-rate units throughout the community,
rather than isolating the former in “projects”
known to be occupied by lower-income house-
holds.

— The disadvantage of this tactic is that the initial
buyers of the affordable units can reap a wind-
fall gain if they are permitted to sell them at full
market price when they move. That would also
remove such units from affordable status. To pre-
vent this outcome, it is necessary to restrict own-
ership of such units to households with relatively
low incomes; to place some administrative ceil-
ing on the resale price that the initial owners can
obtain when they move, and then to monitor the
history of these units to ensure that this rule is
followed; or to require that the initial owners re-
main in the below-market-rate units for some
minimum number of years before they can resell
them at market prices. All of these remedies re-
quire administrative oversight and some public
expenditure of effort and funds.

— Montgomery County, Maryland, has used this
program for several decades, with the result that
several thousand more affordable units have been
built there than would have been the case with-

4 Many state courts have viewed greater equalization of
per-pupil, per-year spending among districts as an effective
means of making educational opportunities more equal,
even though there is little conclusive evidence that
educational opportunities or results are heavily influenced
by per-pupil, per-year spending.
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out the program. It is much more effective for an
entire county or even an entire state to adopt such
a program than for individual localities to do so.
Local governments are reluctant to adopt
inclusionary zoning by themselves because do-
ing so would “handicap” home builders operat-
ing within their boundaries compared with those
operating in nearby localities that did not have
such a program. Also, usually no one commu-
nity has a territory large enough so that adoption
of this program throughout that territory would
make much difference in the entire region—but
that would not be true of a large county within
that region.

• Creation of a housing trust fund using money
from real estate transfer taxes or other dedicated
revenue sources to subsidize occupancy of hous-
ing by low-income households in suburban com-
munities. Most state governments have large
enough jurisdictions so that they can impose a
real estate transfer tax on all transactions within
their boundaries without creating a “handicap”
for home builders there, compared with those in
adjacent states, or discouraging people from liv-
ing in their states. The funds from such a tax can
be dedicated to reducing the rents for occupants
of some housing units within the state, enabling
them to move into parts of the region they nor-
mally could not afford.

— A drawback of this tactic is that any transfer taxes
that are politically acceptable to the real estate
industry are bound to be relatively small; there-
fore they cannot accumulate enough funds to
permit a significant number of households to
move out of concentrated-poverty areas into bet-
ter suburban communities.

• Regionwide use of HUD (U.S. Department of
Housing and Urban Development) housing
vouchers, administered by central-city housing
officials, to encourage low-income households
to move out of central cities and into surround-
ing suburban areas where far fewer such house-
holds are concentrated in any one neighborhood.
In the past, federal housing vouchers issued or
administered by a central-city housing authority
could be used only for occupancy of units lo-
cated within that same city. However, that regu-
lation has been changed; now, such vouchers can
be used anywhere within the same metropolitan
area if apartment owners will accept them. Pub-
lic housing authorities in some large central cit-
ies have proactively begun to encourage appli-
cants to seek rental units in neighborhoods far
from inner-core, concentrated-poverty areas. This
typically requires counseling of potential tenants
concerning such elements of the rental transac-
tion as knowledge of leases and contracts, dress
and manners, familiarity with neighborhoods far
from the inner-core neighborhoods where they
grew up, and appropriate negotiating methods.

— Experience in the Chicago region, based on the
Gautreaux court decision, indicates that house-
holds making use of vouchers most often improve
their living conditions and economic perfor-
mance to a significant degree. More than 5,000
household moves out of inner-core areas have
been completed under that program, half to sub-
urban areas and half to sections of Chicago far
from poverty concentrations.

— HUD launched a wider version of the Chicago
program called “Moving to Opportunity” under
former Secretary Henry Cisneros; the program
continued under  Secretary Andrew Cuomo. Un-
fortunately, Congress has undermined wider ap-
plication of this approach, but it is still being tried
on a very small scale in a few metropolitan re-
gions. Definitive evaluation of its success has not
been completed.

— This tactic also fits very well with recent efforts,
encouraged by HUD, to reduce the concentra-
tion of very poor and single-parent households
in large central-city public housing projects, es-
pecially high-rise projects. By helping voucher
recipients move significant distances from those
projects, HUD has also helped local public au-
thorities demolish some or even all of the project
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units, thereby reducing the negative effect of such
large concentrations of very poor households on
the surrounding area.

• Giving owners of large single-family homes in
suburban communities the legal right to estab-
lish auxiliary or accessory apartments in part
of their dwellings if they meet certain minimum
standards, thereby increasing the total supply of
low-rent units outside of concentrated-poverty
neighborhoods. This tactic was strongly recom-
mended by the Commission on Reducing Regu-
latory Barriers to Affordable Housing in its re-
port, Not in My Back Yard, published in 1991.

— The tactic has the triple advantage of expanding
the low-rent supply, helping elderly homeowners
supplement their incomes so they can afford to
maintain their homes, and not costing public au-
thorities any significant amount of money. The
Commission believed that the adoption of this
policy by local governments would allow thou-
sands, even millions, of low-rent units to be cre-
ated in a very short time period without major
public spending.

— Unfortunately, most local governments in com-
munities containing large numbers of sizable
older homes occupied by the elderly have re-
jected this tactic: They believe it would cause
too much local traffic, generate local parking
problems, and downgrade the values of surround-
ing homes. Therefore, this opportunity to expand
the low-rent housing supply quickly and at low
public cost has been shelved in favor of preserv-
ing the pristine single-family character of many
older neighborhoods.

• Having the state government, or some regional
agency, define numerical “targets” for the

amount of low- and moderate-income housing
that each locality ought to contain within its
borders, and ensuring that state financial aid to
local governments is available commensurately
with their success at meeting those “targets.”
The basic idea underlying this tactic is that each
community in a region eventually ought to bear
its fair share of providing housing for the poorer
elements of the region’s population rather than
leaving that task to other areas. This is the pro-
cedure used by the New Jersey Council on Af-
fordable Housing. Few, if any, localities will as-
sume this responsibility voluntarily; they must
be pressured from outside their localities in ways
that provide meaningful incentives for them to
do so.

— Recent studies (Burchell et al. 1994) indicate that
suburban communities typically do not extend a
welcome mat to low-income people. These resi-
dents are considered “fiscal losers” because they
require higher public spending on the services
they consume than the public revenues they pro-
vide from taxes on the properties they occupy,
or the expenditures they make in the community.
Low-income people are also perceived as eco-
nomic threats because their presence reduces
home values, and their behavior may increase
crime rates and decrease school academic per-
formance. Therefore, many communities delib-
erately “zone out” the types of housing likely to
be affordable to relatively low-income house-
holds. This shifts the responsibility for provid-
ing such housing elsewhere—even though other
nearby communities are concurrently adopting
similar “stick-it-to-my-neighbors” policies.

— Left to their own resources, individual localities
are much more likely to concentrate on keeping
poor people out of their jurisdictions than on pro-
viding housing for them. Encouraging localities
to do so will require public pressure and the threat
of adverse publicity if they fail to act responsi-
bly. This involves two elements: (1) determining
to what extent more affordable housing ought to
be built within each locality, and (2) creating in-
centives that will motivate local officials there
to encourage its development.

— An independent agency can develop a method
of estimating how much more housing afford-
able to low- and moderate-income households
needs to be built in the region as a whole to shel-
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ter its population; measuring how much housing
of this type already exists within each locality;
and assigning a target for creating more such
housing within each locality based on the first
two steps. In New Jersey, affordable-housing-
need numbers were calculated by Rutgers Uni-
versity after the state supreme court’s Mount Lau-
rel decisions created the New Jersey Council on
Affordable Housing and charged the agency with
that mandate.

— Few states have tried linking significant finan-
cial aid with the performance of localities in
meeting targets for providing affordable hous-
ing. The kinds of aid concerned could be for
improving streets and roads or building new ones;
updating sewer and water systems and sewerage
treatment plants; creating or maintaining parks
and recreational areas; improving law enforce-
ment and fire protection methods or equipment;
or even general assistance.

• Strengthening enforcement of antidiscrimination
laws in housing markets and placing responsi-
bility for such enforcement in a single regionwide
agency run on a nonprofit, public-private basis.
Although the real estate industry maintains that
very little racial or other discrimination is prac-
ticed in American housing markets today, re-
peated studies by “testers” ostensibly seeking to
buy or rent homes, and repeated statistical analy-
ses of lending institution behavior, have shown
again and again that such discrimination—though
usually subtle—is actually widespread. This is
especially important because the low-income
populations of inner-city poverty neighborhoods
contain disproportionately large percentages of
minority-group households. Therefore, racial and
ethnic discrimination is one way in which these
households are discouraged from escaping inner-

core areas and moving into predominantly
middle-income suburban communities. Vigorous
enforcement of antidiscrimination laws in hous-
ing markets—especially in the suburbs—is es-
sential.

— One effective version of this tactic is centraliz-
ing a region’s effort to enforce antidiscrimina-
tion laws in a single regionwide agency operated
by a combination of public- and private-sector
representatives. This has long been done in the
Chicago region. The agency there not only or-
chestrates antidiscrimination measures but also
provides mortgage assistance, home-search as-
sistance, legal assistance, and other aids to in-
ner-city or minority households seeking housing
in the suburbs. Such centralization prevents rep-
resentatives of one part of the region from “hold-
ing back” on enforcement within their own com-
munities so as not to “disadvantage” those
communities in the eyes of the real estate pro-
fession or local homeowners, as compared with
other communities where such laws are largely
ignored. However, this approach requires steady
funding from local or regional foundations, rather
than from public sources, in order to “keep the
heat on” in ways that are bound to be controver-
sial.

• Adopting state laws that permit developers of
affordable housing to override local zoning
boards that “unreasonably” prevent them from
building such units in their communities. The
“snob zoning” law adopted several decades ago
in Massachusetts was a forerunner of this ap-
proach. It permitted developers who proposed
to build low-cost units for low- and moderate-
income households in areas that were zoned for
multifamily residences to sue local zoning boards
that refused them permission for such projects
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on grounds that clearly seemed “unreasonably”
exclusionary. If the developer could show that
his proposal met usual zoning and building codes,
the state could override the local government’s
refusal to grant permits and allow the developer
to proceed.

— A major drawback of this tactic is that it requires
developers to antagonize local governments by
suing them, when the developers often will have
to deal with the same officials later when trying
to undertake some other project in that area. The
likelihood that an official whom a developer an-
tagonizes today will be vengefully hostile to
whatever projects that developer proposes tomor-
row strongly discourages developers from using
this tactic.

• Appointing statewide commissions to review ex-
isting local zoning laws to determine how exist-
ing regulatory barriers to affordable housing
might be reduced through both state and local
actions. The federal government undertook this
tactic in 1989 when HUD Secretary Jack Kemp
appointed such a commission. However, the fed-
eral government has little power to alter the most
potent regulatory barriers to affordable housing.
Nearly all of those obstacles are built into state
laws or into local laws that are potentially sub-
ject to state government review and override.
Therefore, a governor interested in helping to
reduce the negative effects of concentrated pov-
erty in the state could appoint a commission to
examine existing obstacles of this type and make
recommendations to the governor and the state
legislature about how to remove them.

— Among the most important obstacles to creating
more affordable housing in the suburbs is an acute
shortage of land zoned for multifamily residen-

tial uses in those communities. HUD’s commis-
sion discovered that many suburban communi-
ties had zoned only minuscule fractions—if
any—of their total developable land for multi-
family housing. Yet 17.9 percent of all housing
units in the United States in 1997 were multi-
family units in structures containing five or more
units, and about one-third of all households lived
in rental units (U.S. Department of Commerce
1999).

— This tactic is becoming increasingly relevant to
the economic future of regions where extremely
high housing costs may jeopardize future job
growth. The most striking example is the San
Francisco Bay Area. Housing costs are so high
there that certain types of workers essential to
the future prosperity of the area—including
teachers, police officers, and health-care person-
nel—cannot afford to live there. The turnover
rates in those professions have already hit almost
unsustainably high levels. In December 1999, the
median price of a single-family home sold in
Santa Clara County was $359,500; in San Mateo
County, the median price was $400,000; in the
city of San Francisco, it was $415,000; in Marin
County, it was $450,000 (California Association
of Realtors 2000). The last three prices are more
than triple the national median price of $133,000.
A downturn in the economy could find this area
hard-pressed to retain firms able to attract and
keep workers at anything less than astronomical
wages. Under such circumstances, both state and
local governments would have strong incentives
to reduce the immensely effective existing regu-
latory barriers against building affordable hous-
ing in the Bay Area.
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Rating the Tactics for Providing
Opportunities for Households to
Move out of Concentrated-Poverty
Neighborhoods against the Criteria
of Desirability

Table 15.7 rates the eight tactics described above
against the criteria of desirability for policy tactics
presented in an earlier section of this chapter. The
criterion of “Consistency with Other Tactics” is omit-
ted from this chart because all these tactics are quite
consistent with each other. In fact, some would
strengthen one or more of the others. For example,
widespread use of HUD housing vouchers in the sub-
urbs would create a stronger rental market for acces-

sory apartments developed in large, existing single-
family homes.

The criterion of actual effectiveness in providing op-
portunities for households from concentrated-poverty
areas to live in the suburbs depends heavily on the
scale at which each tactic is implemented. Several
tactics could be quite effective in a region if used at a
relatively large scale; these include inclusionary zon-
ing, the regional use of HUD housing vouchers, and
permitting owners of large single-family homes to
develop accessory apartments. Two of these three
mechanisms could be implemented on a large scale
with little total cost in public funds.  Others are not
likely to be effective in a direct way, either because
they are mostly hortatory (e.g., appointing a state regu-

Specific Tactics

Effect on
Providing

Opportunities to
Live  in Suburbs

Ease of
Administration

Low Public Money
Costs

Few Negative Side
Effects

Political
Acceptability

Permanence of
Effects

Inclusionary
Zoning

Can increase
income mix in
many suburbs over
time, but operates
slowly

Complex home
resale price
requirements

Little public
funding required

Few; blends
affordable units
with market units

Very controversial
among builders
and localities

Permanent, if resale
price limits are
enforced

Housing Trust Fund Probably will not
be funded
adequately enough
to have much effect

Hard to decide who
gets funds

Could be quite
costly when
implemented on a
large scale

Uses identifiable
subsidized units

Opposed by real
estate industry as
another tax

Permanent, but on
a very small scale

Regionwide Use of
HUD Vouchers

Could help many
leave concentrated-
poverty areas and
move to the suburbs

Rationing by place
is hard; inner-city
people resist long-
distance moves

Could be costly if
implemented at a
big enough scale to
work well

Few bad side
effects other than
local resistance

Suburbs will resist
poor newcomers,
but vouchers are
already legal for
HUD to use

Requires continued
HUD funding over
time

Right to Create
Accessory
Apartments

If widely used,
could have a major
effect in many older
suburbs in many
regions

Easy to manage
once owners’ right
to create added
units is legalized

Almost no public
funds required; aids
elderly owners

Some increase in
local traffic

Low; homeowners
fight entry of poor
households, fear
lower home values

Permanent with
very low public
costs

Defining Local
Affordability
Targets and
Incentives

Would create more
pressure for local
openness, but
unlikely to be
enough to work

Not difficult for
research; attempts
to allocate funds
would be
controversial

Defining targets is
not costly;
providing strong
incentives is costly

May cause older
cities to become
less accepting of
affordable units

Localities and
builders will reject
targets but accept
incentives if passed
and funded well

Has little effect
without strong
incentives; then
quite variable

Strengthening
Enforcement of
Antidiscrimination
Laws

Some help at
opening suburbs to
minorities, but will
not end segregation
in housing

Using “testers” is
controversial but is
the most effective
means of
enforcement

Minor costs of
court cases, field
research, unified
administration

Can increase racial
tensions, but not
greatly or widely

Realtors and home
builders will resist,
but could be done if
political leadership
is strong

Can positively
influence racial
attitudes over the
long run

Local Zoning
Overrides

Would work in a
small number of
cases, but most
builders fear
retaliation

Requires a separate
housing court to
handle zoning
disputes

Mostly cost of
housing cases

Very few bad side
effects

Localities will
fight, but some
home builders will
support politically

A good degree of
permanency but
will occur only on
a small scale

State Regulatory
Barriers Review
Commission

Mostly
informational; will
not have a major
effect without
funded incentives

Very easy to
administer once the
commission is
established

Commission costs
little

None Not much
resistance because
it will not be
thought to be
effective

Little effect unless
a governor ties to
incentives

Source: Anthony Downs, The Brookings Institution.

Table 15.7
Rating the Tactics for Providing Opportunities for Households to Move out of

Concentrated-Poverty Neighborhoods against the Criteria of Desirability
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latory barriers commission) or because they are al-
most certain not to be implemented on any signifi-
cant scale (e.g., a housing trust fund and local zoning
overrides). Few of these tactics would have bad side
effects, even if adopted at a significant scale. How-
ever, almost all have limited political acceptability in
suburban communities because their fundamental
objective—opening suburban communities to entry
by low-income households from concentrated-pov-
erty areas—is considered inimical to the interests of
most existing homeowners there.

INTRODUCING NEW ELEMENTS
OF URBAN DESIGN INTO LAND-
USE PLANNING

A complaint against suburban sprawl, often voiced
by architects, designers, and urban planners, is that it
results in excessive uniformity and sameness of de-
sign in residential subdivisions across the county.
These critics bemoan the fact that so many subdivi-
sions have curved streets ending in cul-de-sacs; no
sidewalks for pedestrians or bike paths for cyclists;
few trees because developers have leveled most of
them to build homes more cheaply; no intermixtures
of homes, shops, and workplaces in close proximity;
too little variety in housing types because of the domi-
nance of single-family detached homes with side
yards; and wide commercial streets lined with the
same parade of ugly fast-food restaurants and ser-
vice outlets found in one town after another. Sprawl
opponents contend that such stultifying sameness dulls
the spirit of all who behold it, and the separation of
types of land uses precludes the possibility of people
gathering or encountering each other spontaneously
to stimulate their interest, creativity, and sense of com-
munity.

These same critics also bemoan the dominance of au-
tomobile travel in sprawled communities, which dis-

courage all other forms of movement because the
homes are so spread out and so separated from all
other types of activity by distances too great for walk-
ing. Moreover, the resulting low densities make the
use of public transit economically unfeasible, thereby
isolating all those who cannot move by driving their
own vehicles because of poverty, age, disability, or
youth. What these opponents of sprawl want are new
forms of community design that will permit the fol-
lowing:

• less reliance on private automobiles

• a greater variety of housing types built in close
proximity

• more opportunities for people to meet, gather,
and interact spontaneously

• more intermingling of different land uses to
shorten daily travel trips and encourage personal
interaction

• less concentration of automobile trip routes
through a few local bottlenecks

• greater sense of aesthetic pleasure and community

Following are some of the tactics suggested for at-
taining one or more of these goals:5

• Changing building codes to permit alleys behind
homes and off-street garages, so as to shift park-
ing to areas behind homes and reduce the domi-
nance of the streetscape by parked cars

• Requiring new subdivisions to contain sidewalks
and bike paths to facilitate non-auto movements
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• Constructing new subdivisions around some cen-
tral public place (e.g., a town square) adjacent
to a public transit stop

• Changing zoning codes to permit mixed com-
mercial and residential uses in the same struc-
tures or on the same block, including allowing
apartments to be built above retail or service
outlets

• Prohibiting or limiting the use of cul-de-sac
street design and replacing them with grid street
patterns

• Changing zoning codes to permit a mix of single-
family attached, single-family detached, and
multifamily housing within the same block or
neighborhood

• Increasing the percentage of residentially zoned
land in a community zoned for multifamily or
mixed residential uses

• Zoning areas near public transit stops for rela-
tively high-density uses, both commercial and
residential

• Changing street construction codes to permit
narrower and less-heavy-duty-constructed
streets that discourage heavy commuter traffic

Because most of these tactics are so narrow in scope
and, for the most part, involve changing the rules and
regulations that govern the creation of new residen-
tial subdivisions, it is not appropriate to evaluate them
with the same criteria of desirability used to evaluate
the other policy tactics described in preceding sec-
tions of this chapter.

In fact, the impacts of all of these tactics on the nega-
tive effects of sprawl would mainly be confined to
the microscale rather than the macroscale. Most of
these tactics focus on the aesthetic and efficiency

qualities within individual residential subdivisions,
rather than on the areawide effects of sprawl. Hence,
even if these tactics were employed at a large scale in
a growing region, they would not have much impact
on many of the key adverse effects of sprawl that most
of the other policies described in this chapter are de-
signed to reduce: for example, traffic congestion, air
pollution, excessive absorption of open space, and
the high tax costs of constructing infrastructure to
serve new developments. The “new urbanists” claim
their designs would notably reduce the number of
automobile trips in a region by replacing many such
trips with walking and bicycle trips, and by encour-
aging greater use of public transit, but their policy
tactics would affect mainly short trips within neigh-
borhoods rather than the longer trips that generate
most of the traffic congestion in large metropolitan
areas. Their claims to reduce longer trips by shifting
more travel from cars and trucks to public transit de-
pend on implementation of other policies beyond the
subdivision or neighborhood level, for example, the
building of more transit facilities, increases in bus
services, and increases in the costs of using private
vehicles (e.g., gasoline taxes, road tolls, parking fees).
These tactics are outlined in other parts of this chapter.

One advantage of most of the urban design tactics
described above is that they impose almost no addi-
tional costs upon the public sector. In fact, most of
these tactics are changes in the rules and regulations
that govern the private construction of subdivisions
and neighborhoods. It is hard to see why anyone
would strongly oppose increasing the range of de-
sign alternatives available to private architects and
developers. Therefore, these tactics have not been
subjected to a detailed evaluation against a defined
set of criteria of desirability.
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REVITALIZING CONCENTRATED-
POVERTY AND OTHER
NEIGHBORHOODS IN INNER-
CORE AREAS

A major strategy in almost every approach to coun-
teracting sprawl is improving the quality of life in
inner-core areas. This strategy seeks to halt or slow
the massive drain of viable households and firms out
of inner-core areas and into surrounding suburbs,
which has created many “downward fiscal spirals” in
central cities and older suburbs, as noted earlier. This
strategy also seeks to encourage more households to
move from outlying suburbs into central cities and
inner-ring suburbs, thereby strengthening those com-
munities fiscally, socially, and economically. After all,
the best way to slow the sprawling growth of outly-
ing suburbs is to provide a notable share of the house-
holds moving there with closer-in living alternatives
that seem preferable to them.

How to improve the quality of life in inner-core areas
is a massive subject that deserves a complete study
of its own. Therefore, this sprawl-focused policy
analysis cannot present an in-depth examination of
all the ways to accomplish such a strategy. Instead,
presented here is a listing of relevant possible tactics,
without much detailed analysis of how each one might
be effectively implemented.

Probably the two most important tactics are increas-
ing personal security by reducing the crime rate and
improving the quality of public schools. Crime and
insecurity on the one hand, and low-quality public
schools on the other, have been the two most power-
ful factors motivating viable households and firms to
move out of central cities and older suburbs and into
more sprawled locations.

Fortunately, in the past few years, major strides have
been made in reducing crime rates in the nation’s larg-
est cities. This has occurred because of demographic
shifts in city populations, the increased incarceration
of offenders, and new methods developed by police
departments to thwart criminal behavior.6  From 1994
to 1998, the national rate of serious crimes per
100,000 persons declined by 14.1 percent. From 1998

to 1999, the same rate fell 7 percent for the entire
nation and 6 percent for cities containing 500,000 or
more residents (Federal Bureau of Investigation
2000). Crime and personal insecurity affect every-
one in cities; so making progress in improving secu-
rity issues can become a major incentive for more
people and businesses to consider staying in, or mov-
ing to, city locations.

Improving the quality of public school education has
proved much more difficult in most large cities, and
it is not clear that much progress is being made. The
biggest obstacle is the concentration within many in-
ner-core-area schools of high percentages of students
from very poor homes with environments not condu-
cive to educational achievement. Many of these stu-
dents live in one-parent families, often in crowded
quarters, in an environment basically hostile to edu-
cation. They are often undernourished, have few
books, with no place at home in which to study. They
are not encouraged by their families to read or to de-
velop their learning abilities. They are pressured by
their peers to engage in drug use and other illegal
activities and to scorn educational achievement, and
they spend a lot of time watching television. Often,
their parents do not participate in school activities or
take much interest in their behavior at school. In many
cases, students are moved frequently from one school
to another as their parents shift residences. When a
school is attended predominantly by children from
such homes, it is extremely difficult for even the best
teachers and administrators to provide those children
with an excellent education.

School quality is an important determinant of where
many families with children choose to live, but an
increasing percentage of all American households do
not include school-age children. In 1998, of the 102.53
million households in the United States, only 34 per-
cent included children under 18 years of age (United
States Bureau of the Census 1999, 62). Moreover, a

6 For a discussion of such methods, see Kelling and Coles
(1996) and Bratton and Knobler (1998).
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disproportionate share of households with children
live in the suburbs; many central cities contain even
smaller proportions of households with children.
Many households without children can be attracted
to live in cities in spite of poor public schools, if lev-
els of personal security are high there. In addition,
thousands of immigrants live in central cities because
they cannot afford costlier housing in the outlying
areas. These households gladly send their children to
public schools regardless of the quality of those
schools because they want their children to learn En-
glish and become acculturated as Americans—and
because they cannot afford private schools. For these
two reasons, poor-quality public schools are not as
significant a deterrent to central-city living as they
were in the past, nor are they as important a deterrent
as high crime rates and lack of personal security.

In fact, many mayors and other city leaders are fo-
cusing their efforts to attract people into their com-
munities on households with no children. These
households include young unmarried people, young
married couples, single people, empty nesters, mem-
bers of the gay community, retired people, and the
elderly.

Other tactics for improving the quality of life and
economically revitalizing inner-core areas are as
follows:

• Locating all additional public-sector facilities
that employ many workers within the core areas
of cities and older suburbs. Although public of-
ficials cannot control where private firms locate
new facilities, they can control where the public
sector places its new offices and other facilities.
By putting all such facilities in the underdevel-
oped portions of central cities and older suburbs,
public officials can inject large doses of added
jobs and purchasing power into those neighbor-
hoods. This can substantially improve job op-
portunities and other living conditions in those
areas.

• Making vacant land available for immediate
development by private entrepreneurs. Develop-
ers are often discouraged by the difficulty of as-
sembling sizable parcels of vacant land within
large cities. Often, land is subdivided into many
different ownerships, and it may be contaminated
with pollutants from former occupants. If city
governments use their powers of eminent domain
to acquire many small parcels and group them
together into much more usable large parcels, that
removes a major obstacle to private development.
Getting such parcels zoned for commercial, in-
dustrial, or residential use removes another ob-
stacle. If developers realize they can purchase
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land that is ready and entitled for immediate de-
velopment with minimal delays, they will be
much more strongly encouraged to do so. City
assistance in either removing past pollutants or
obtaining permission to develop sites without
such removal will also encourage private de-
velopment.

• Creating streamlined development approval and
permission processes. A major obstacle to pri-
vate development within large cities is the need
for an entrepreneur to get his project plans ap-
proved by dozens of separate city agencies, each
of which has different criteria for approval. The
city could streamline this process by allowing a
developer to bring his plans to one location where
all the relevant agencies were present and each
could start work on the approval process imme-
diately. This could shorten the development pro-
cess by many months, thereby making it much
more economically feasible.

• Ending restrictions on the use of mobile homes
or factory-built housing. Many cities prohibit the
use of mobile homes or other factory-built hous-
ing as dwellings within their borders, or they re-
strict such units to very limited and relatively
undesirable locations. Since these types of hous-
ing are among the least costly available, this pre-
vents making new, entirely adequate low-cost
housing available to thousands of households
who cannot afford anything more expensive.
Changing this policy would benefit thousands of
low- and moderate-income households.

• Reducing requirements for unnecessarily expen-
sive building materials or procedures. Many ur-
ban building codes require the use of costly ma-
terials that could be replaced by equally
satisfactory but less expensive, newer materials.

Cities should systematically review their build-
ing code requirements and remove such unnec-
essary, cost-raising elements.

• Permitting creation of accessory apartments in
single-family homes. This tactic was presented
in a preceding section in connection with mak-
ing more low-cost housing available in the sub-
urbs, but it also applies to inner-core areas. By
allowing owners of single-family homes of cer-
tain minimal sizes to add accessory apartments
to their units as a matter of right, cities could
both greatly expand the supply of low-cost rental
units and help elderly residents living in large
homes stay in those homes as long as they wish.

• Ending residential rent controls or modifying
existing controls to permit owners to raise rents
to market levels whenever vacancies occur. Al-
though only a few cities still have rent controls,
those that do are to some extent inhibiting the
construction of new rental units within their
boundaries, even if they theoretically exempt
newly built units. The biggest rent-control city—
New York—still prohibits owners from raising
rents to market levels when vacancies occur. This
is a policy that definitely inhibits the construc-
tion of new units.

• Using federal Community Development Block
Grant funds to improve basic infrastructures and
amenities in inner-core areas. Many inner-core
areas need better parks and recreational facili-
ties, cleaned-up vacant lots, the removal of aban-
doned and deteriorated buildings, repairs of pot-
holes and deteriorated streets, and other physical
improvements. Such uses of federal funds would
not only improve the quality of life in inner-core
areas but also make such areas more attractive
to people or firms considering a move from an-
other location.

• Encouraging major in-city institutions to invest
in improving the areas around them. Hospitals,
universities, museums, medical clinics, and ma-
jor public facilities are often located in inner-
core areas where deterioration has taken place
around them. If they want to improve their abil-
ity to keep workers and to recruit new ones, they
would profit from upgrading the neighborhoods
around them. Many have long been doing so by
buying nearby land and deteriorated structures,
building new facilities or housing for their work-

C
ou

rt
es

y 
of

 C
. G

al
le

y



522

D E V E L O P I N G   P O L I C I E S   I N   R E S P O N S E   T O   S P R A W L

ers, rehabilitating older structures, maintaining
local grounds and structures at high standards,
and creating new parks and recreational spaces.

• Reducing taxes in ways that will encourage new
development or rehabilitation of older structures.
Property-tax laws often discourage new devel-
opment or rehabilitation because new or up-
graded structures are soon assessed at higher lev-
els and must pay higher taxes. Providing tax
abatements for initial periods and phasing taxes
in over long periods can result in new improve-
ments that increase property values in surround-
ing areas—thereby avoiding any net revenue loss
for the city.

• Taxing land and buildings separately, with much
higher tax rates on land than on buildings, in
order to encourage development of vacant sites.
This was the policy suggested long ago by Henry
George, and adopted by a few cities and nations
around the world. The goal is to pressure owners
to build on their vacant land by taxing the land at
high rates but the structures placed on the land at
much lower rates. This system has long been used
in Pittsburgh. However, switching an entire city
or county to this system raises difficult transi-
tion issues that need careful exploration before
this tactic is implemented.

• Demolishing large-scale, high-rise public hous-
ing projects and replacing them with federal rent
vouchers. High-rise public housing projects tend
to discourage development in the surrounding
territory. HUD has adopted a policy of encour-
aging such demolition in many large cities in
order to remove the “blighting” impact of huge
concentrations of public housing on the economic
and other development of surrounding blocks.
The tenants displaced by such demolitions are
given portable federal rent vouchers so they can
move to better quarters in the private sector, as-
suming such quarters are available.

Rating Tactics for Revitalizing Inner-
Core Areas against the Criteria of
Desirability

Table 15.8 rates the tactics for revitalizing inner-core
areas against the criteria of desirability formulated
earlier. The table includes reducing crime rates and
improving the quality of public schools as tactics.

However, it does not evaluate these tactics against
the criterion of consistency with each other because
there are no major inconsistencies among them.

The second column in the table evaluates the effec-
tiveness of each tactic in achieving, or helping to
achieve, the revitalization of inner-core areas. Clearly,
this is the most important criterion. As already noted,
the most effective tactics for inner-core-area revital-
ization are reducing crime rates and increasing secu-
rity, and improving the quality of public schools. The
next most effective tactics are locating all new public
facilities in inner-core areas and encouraging major
institutions located there to make large investments
in improving their surroundings. If carried out at a
large enough scale in a single neighborhood, these
two tactics in themselves have the potential to com-
pletely revitalize that neighborhood. That is also true
of making vacant parcels available for immediate
development by entrepreneurs (in the case of a single
large vacant parcel developed as a unified project)
and reducing or abating taxes (again, if done for a
single large development project that dominates its
neighborhood). However, these two tactics are most
often done at a smaller scale, and therefore fall into
the category discussed next.

Another set of tactics essentially removes general
obstacles to long-term improvements in many neigh-
borhoods but would not accomplish revitalization in
any one area quickly. These tactics include stream-
lining all city approval and permit-granting proce-
dures; reducing requirements for overly expensive
building materials or methods; making vacant par-
cels available for immediate development by entre-
preneurs; reducing or abating taxes on new or reha-
bilitated structures; using Community Development
Block Grant funds to improve local amenities; end-
ing rent controls; giving owners of large single-fam-
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Revitalization
Tactic

Effectiveness in
Revitalizing
Inner-Core

Neighborhoods
Ease of

Administration
Low Costs to the

Public Sector

Absence of
Negative Side

Effects
Political

Acceptability
Permanency of

Effect

Reducing Crime
Rates and
Increasing Security

The single most
effective tactic for
raising the
acceptability of any
given
neighborhood; but
results must be
well publicized

Difficult to
administer;
requires major
reform of policing
methods in most
large cities

Significant costs
are necessary, but
costs not as high as
those for physical
investments

All effects are
beneficial, except
for a higher
imprisonment rate
among young men

Highly acceptable
to almost all
elements of the
community

Will remain in
effect as long as
effective methods
are maintained
with vigilance

Improving the
Quality of Public
Schools

If accomplished,
can greatly
improve the
attractiveness of an
area for households
with school-age
children

Extremely difficult
to accomplish in
poor inner-core
areas with high
percentages of
students from very
poor homes

Varies widely,
since lack of
money is not a key
problem. Many
inner-city schools
do need higher
funding

All effects are
beneficial

Highly acceptable
to almost all
elements of the
community;
teachers’ unions
may be motivated
by alternatives:
vouchers, charter
schools, other
competition

Should remain
effective as long as
initially successful
methods are
maintained

Locating All New
Public Facilities in
Inner-Core Areas

A single large
facility can greatly
affect a whole
inner-core
neighborhood.
Total effect
depends on the
number of jobs
created

Inner-core facilities
are more difficult
to administer than
those located on
suburban sites.
Cities should
cooperate

Land costs in
inner-core areas
should be lower
than those in high-
income suburbs.
Other costs are not
much different
from other sites

May cause some
added traffic
congestion if many
workers must
commute from
outside the inner-
core area

May cause political
conflicts because
suburban officials
will want to
capture some of
these facilities

Positive long-term
effects as long as
the new facilities
remain in business
with high
employment levels

Making Vacant
Land Available for
Immediate
Development by
Private
Entrepreneurs

Can encourage
housing and retail
developers and
industrial firms to
enter inner-core
areas if security is
adequate

Assembling and
buying vacant sites,
and ending
pollution on them,
can be time-
consuming and
costly for local
government

If sites are sold to
developer at no
cost reduction, the
main costs would
be time and
holding costs, and
some
administration
costs

If revitalization
succeeds, land and
housing prices may
rise in areas
affected, harming
low-income renters
living there. This is
true of all
revitalization
tactics

May arouse some
political opposition
if the developer has
not cleared basic
plan with local
residents and
organizations

Should have a
positive long-term
effect if
developers’
projects are
economically
successful

Streamlining All
City Approval and
Permitting
Processes for New
Development

Removes a major
barrier for
developers of all
types, who must
take account of the
time-cost of money

In most large cities,
requires a major
overhaul of
existing
bureaucratic
procedures.
Existing officials
will resist such
major changes

If implemented
correctly, this tactic
will reduce costs to
city government

All effects are
beneficial

Highly acceptable
to all elements
except some
conservative city
bureaucrats

Should remain
effective as along
as initially
successful methods
are maintained

Ending Restrictions
on the Use of
Mobile Homes and
Manufactured
Housing

Could make some
low-cost housing
available in some
areas; in itself,
would not be
enough to
revitalize inner-
core neighborhoods

Not difficult Very little cost,
since the costs of
installing rest with
private developers

Might cause
resistance from
some neighbors of
relatively valuable
housing

May be opposed by
local homeowners
and by building-
trades unions.
Otherwise
acceptable

Has same
permanence as
construction of
traditional housing,
if well maintained

Reducing
Requirements for
Unnecessarily
Expensive Building
Materials and
Procedures

Can reduce the
costs of new units
by 10 percent to
20 percent; will not
in itself achieve
major revitalization

Easy, once
revisions to law are
drafted and
adopted

Very little costs
except for building
inspections, which
are necessary in
any event

All effects are
beneficial

May be opposed by
building-trade
unions and some
parts
manufacturers.
Otherwise
acceptable

Has the long-term
effect of reducing
the costs of
housing
construction and
rehabilitation

Table 15.8
Tactics for Revitalizing Inner-Core Areas Rated against the Criteria of Desirability

Continued on next page
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Revitalization
Tactic

Effectiveness in
Revitalizing
Inner-Core

Neighborhoods
Ease of

Administration
Low Costs to the

Public Sector

Absence of
Negative Side

Effects
Political

Acceptability
Permanency of

Effect

Permitting Creation
of Accessory
Apartments in
Single-Family
Homes as a Matter
of Right

Could add greatly
to the low-rent
housing supply;
would not
revitalize whole
neighborhoods

Easy, once
revisions to law are
drafted and
adopted

Very little costs
except for building
inspections, which
are necessary in
any event

Might cause added
traffic in some
neighborhoods;
could reduce home
values if overused
in one area.
Otherwise, no
negative effects

May be opposed by
owners of high-
value homes who
fear the loss of
property values.
May also be
opposed by owners
of rental
apartments

Would have the
long-range effect
of expanding the
low-rent housing
supply; could do so
over very large
parts of urbanized
areas

Ending Residential
Rent Controls or
Permitting
Decontrol upon
Vacancy

Could raise rental-
owner investments
in rent-controlled
cities and lead to
more new rental
construction there

Ending controls is
much easier to
administer than
having them;
decontrol is also
easier to administer
than stringent rent
controls

Public sector saves
money by ending
controls; little cost
to vacancy
decontrol if rent
control is retained

Rents would rise
for people in
controlled units
who have not
moved for a long
time

Opposed only by
advocates of low-
rent interests and
politicians
benefiting from
renter votes

Ending controls
would expand
long-run housing
supplies; vacancy
decontrol has little
revitalization
effects

Using Community
Development
Block Grants to
Improve Core-Area
Amenities

Can be a very
important
ingredient in the
overall upgrading
of inner-core
neighborhoods

Complex to decide
who gets funds and
how to allocate
funds among
potential types of
uses

No additional cost
to local
governments,
which get these
funds anyway

The only negative
effect is a shift of
funds from other
potential uses to
improve city
conditions

Favored by
neighborhood
development
organizations;
might be opposed
by central business
district advocates
who want the
money used there

Amenity effects
can last a long
time, but generally
need continued
renewal of grants
to retain long-run
effects

Encouraging Major
In-City Institutions
to Invest in
Improving Their
Surroundings

Can cause a
dramatic
turnaround in areas
near such
institutions; this is
a major source of
effective
revitalization in
many cities

Difficult to
persuade private
institutions, but
they do most of the
administering once
they are persuaded

Local government
may have to invest
in street and other
infrastructure
improvements; can
be costly for major
projects

Upgrading poor
areas may displace
some poor renters
living there. This is
an inherent impact
of effective
revitalization
anywhere

Often opposed by
local politicians
representing low-
income renters who
may be displaced.
Otherwise will be
widely accepted

Can have a
permanent
upgrading effect as
long as the key
institution keeps up
support for
amenities it has
developed

Reducing or
Abating Taxes on
New or
Rehabilitated
Structures

Can generate large
projects that have
major effects on
specific
neighborhoods

Complex to design
and administer

Loss of tax
revenues is the
major cost to city
governments

Postpones tax
collections to pay
for services needed
by new, tax-abated
developments

May upset
neighborhood
advocates who see
tax benefits going
to wealthy
developers; hence,
the size of
acceptable
application is
limited

Can help create
new long-term
projects, but tax
losses eventually
disappear when
abatements expire

Taxing Land and
Buildings
Separately, with
Land Taxed at
Much Higher Rates

Will not directly
lead to
revitalization;
would have biggest
impact over the
long term

Very complex to
make a transition
from the present
taxation system to
this new system

High
administrative and
installation costs.
May lead to some
lawsuits from
property owners
with big windfall
losses

May create
windfall gains and
losses for property
owners in the short
run

Will be opposed by
major real estate
interests with large
investments inland
and by land
speculators.
Requires a major
public educational
program to achieve
broad acceptance

Effect would be
permanent as long
as the new system
is retained

Demolishing
Large-Scale, High-
Rise Public
Housing Projects
and Replacing
Them with
Housing Vouchers

Can drastically
change the
character of
neighborhoods
formerly
dominated by large
high-rise projects

Complex and
controversial to
decide which
projects to
demolish and how
to provide shelter
to those displaced

The housing
authority must
replace shelter
benefits with cash
vouchers to enable
displaced families
to pay rent
elsewhere. Can be
very costly

Sends many low-
rent households to
the local private
rental market,
which may not
contain enough
units of appropriate
sizes and low rents

May be opposed by
low-rent tenant
advocates and the
local housing
authority, and by
neighborhood
organizations.
Acceptable to most
of the wider
community

Removal of the
negative effects of
large high-rise
projects on the
local neighborhood
can be part of
permanent change
toward
revitalization

Source: Anthony Downs, The Brookings Institution.

Table 15.8—Continued
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ily homes the right to create accessory apartments;
and ending restrictions on the use of mobile or manu-
factured housing.

Demolishing a large high-rise public housing project
can dramatically alter a neighborhood, but the re-
moval of such a project in itself must eventually be
accompanied by a positive redevelopment of the site
in order to truly revitalize the area. The last tactic—
using separate tax rates for land and buildings—is a
long-run reform tactic that would take many years to
have a major effect.

In practice, it is rare for any one tactic to have the
power to revitalize an entire inner-core-area neigh-
borhood by itself. Rather, under most circumstances,
neighborhood revitalization will occur only if many
different tactics are employed simultaneously and
their implementation extends over a long time. Thus,
using this strategy effectively requires a long-term
orchestration of policies by many different public
agencies and private actors. That is one reason why
revitalization of inner-core areas has proved so diffi-
cult to achieve over the past several decades—though
it certainly has been done many times.

The Gentrification Problem

All inner-core-area revitalization tactics have one
ironic negative consequence:  The more they succeed
in improving the areas concerned, the higher the land
and housing prices there are likely to rise. Such in-
creases in prices will harm low-income renter house-
holds living in the area because their rents are likely
to go up too. Some low-income homeowners will also
suffer from higher property taxes that they may have
difficulty paying if they are retired or have very low
current incomes. However, that cost to them is partly
offset by the higher value of their homes.

In many greatly revitalized neighborhoods, a large
percentage of the initial low-income residents are
eventually forced to move away because more afflu-
ent households enter the area and substantially bid
up land and housing prices. This process has become
known as gentrification. It has caused advocates of
low-income renters to oppose policies that substan-
tially revitalize some inner-core neighborhoods.

In the long run, opposition to inner-city revitaliza-
tion makes no sense, because it amounts to a policy
of slum preservation. The fundamental problem is that
millions of American households have incomes so low

that they cannot afford to occupy—and maintain—
housing units built to the middle-class standards that
prevail in America. In 1997, 5.4 million of the Ameri-
can households that had incomes below 50 percent
of the median income and did not receive any hous-
ing assistance were paying 50 percent or more of their
incomes for housing, or were living in severely inad-
equate units (U.S. Department of Housing and Ur-
ban Development 2000). Because the 12.3 million
persons in these households cannot afford standard-
quality units, they occupy older, often deteriorated
units in less-desirable neighborhoods. Such units have
low rents precisely because they are older, often de-
teriorated, located in undesirable areas, and frequently
overcrowded. This type of housing is commonly re-
ferred to as slum housing. Since the founding of this
nation, slum housing has provided shelter to house-
holds that could not afford the legally and culturally
required minimum standards most Americans con-
sider essential. The shelter it provides is still crucial
in many large cities and older suburbs, especially
those located where very poor immigrants enter the
United States. Even the richest areas of the country
have significant amounts of slum housing, because
housing prices are so high in these areas that the low-
wage workers that serve the wealthier households can
only afford to live under substandard overcrowded
conditions. Examples can be found near the Silicon
Valley in northern California and in East Los Ange-
les in southern California.

Should society prevent the revitalization of deterio-
rated inner-core areas in order to permit poor house-
holds to continue living there at low rents—even if
there are households with higher incomes willing to
move in and improve those areas? This is an impor-
tant policy issue to which there is no easy answer. In
the long run, a city needs to continually upgrade its
existing housing stock to avoid having that stock de-
teriorate to the point of physically endangering its
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occupants. However, in the short run, revitalization
of low-rent areas on a large scale can cause hard-
ships for thousands of poor households. The tradi-
tional resolution of this dilemma has been to permit
gentrification to occur in areas where the market sup-
ports it, but also to allow the subsequent deteriora-
tion of other neighborhoods nearby into which poor,
displaced households have moved. Thus, the provi-
sion of shelter for the very poor is like the “hot po-
tato” in the children’s game, in which a “heated” spud
is tossed from person to person as each tries to get rid
of it as soon as possible.

The long-term solution to this problem is to raise the
housing purchasing power of the very poor, either
through higher wages, or income assistance, or some
type of housing assistance. To enable the very poor
to continue living in less-desirable housing is not an
appropriate long-run solution—especially if that hous-
ing is physically and functionally substandard. Yet
until American society is willing to underwrite the
considerable cost of raising the housing-purchasing
power of the very poor so they can all afford to oc-
cupy and maintain standard-quality units, many of
them will have to occupy substandard units some-
where. No community is anxious to provide such
units; in fact, nearly all communities energetically
seek to avoid doing so. As a result, this social func-
tion is eventually performed by those communities
that are unable to prevent the very poor from living
in substandard units within their boundaries.

At present, many mayors and other public officials in
cities with inner-core areas that are performing this
function are trying to reduce the burdens on their com-
munities of doing so. Therefore, they are anxious to
encourage gentrification when they can. Their efforts
fit into the strategy of antisprawl proponents who want
to divert future growth from the edges of metropoli-
tan areas into the central sections. Until America
solves the basic dilemma just described, pursuing that
strategy will indeed cause hardship for many inner-
core-area, low-income renters. The more future
growth is shifted from the metropolitan periphery to
the center or near the center, the greater will be the
demand for land and housing in these locations. That
will drive up the prices of inner-core-area land and
housing, compared with what would happen under
continued sprawl development. True, some of the per-
unit price increase can be offset by raising densities
in the areas affected, but most American households
do not favor increases in density near their homes.
So, there are strong political limits on how much

growth diversion to the center can be offset by higher
densities there.

This study cannot resolve this basic social dilemma,
which has plagued America ever since the middle class
came to dominate the setting of housing-quality stan-
dards across the country. How each metropolitan re-
gion deals with this issue is up to its leaders and citi-
zens. However, they should at least be aware of the
nature of this inherent problem and take it into ac-
count as they formulate and implement policies in
response to sprawl.

SOME INITIAL ASPECTS OF
CREATING REGIONAL
AGENCIES TO REVIEW AND
COORDINATE LAND-USE PLANS
DRAWN UP BY INDIVIDUAL
LOCALITIES

As noted in the beginning of this chapter, most of the
major, directly growth-related problems in U.S. met-
ropolitan areas are regional in nature, rather than
purely local. However, local political and legal insti-
tutions currently have the greatest power to adopt
policies to respond to those problems. Their most
important powers are control over land uses within
their boundaries through zoning and building codes,
and at least partial control over traffic arteries that
pass through their boundaries. However, the policy
viewpoints of local governments are inherently paro-
chial. They take far greater account of the effects of
their policies on their own local residents—who can
vote for or against locally elected officials—than of
the effects on people living elsewhere in the region,
or of the effects on the region as a whole. In fact, no
public officials, and few private officials, within the
typical U.S. metropolitan region are motivated to act
for the benefit of the region as a whole. The resulting
inherent tension between the regional effects of land-
use decisions and the purely local perspective of those
who make or regulate such decisions poses the single
greatest challenge to effective and efficient planning
and action within each region. Therefore, one key
strategy for effectively coping with growth-related
problems is to create one (or, in some cases, more
than one) regional organization that has the responsi-
bility and the legal and political authority to coordi-
nate the land-use and other related plans developed
by individual localities and other government bod-
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ies. This organization may have narrowly defined
authority over a single domain of action—for ex-
ample, airports, or water and sewerage systems, or
ground transportation—or it may have much broader
authority over multiple domains as they relate to land
use in general.

In practice, the probability that such a regional ap-
proach might actually be adopted is very different
for different specific problems. To understand this
variation, it is convenient to group most of these prob-
lems into two categories. For mainly technical prob-
lems, there is at least some positive probability that
regional remedies might be attempted. For mainly
social problems, that probability is extremely low,
for reasons explained below.7

Mainly technical problems involve clearly regionwide
conditions and do not reflect the personal character-
istics of the people concerned. Examples are traffic
congestion, air pollution, water contamination, need
for sewage treatment, use of contaminated
“brownfield” sites, “wasteful duplication” of public
services, excessive consumption of vacant land and
open space by development, and excessive consump-
tion of energy in movement. In most cases, it is obvi-
ous to everyone that these problems exist throughout
the region and that their ramifications flow across the
entire region—or at least that they clearly affect many
municipalities. In addition, these problems involve
objective conditions that can be defined technically
and measured. Examples are levels of congestion or
pollution and the amount of open space consumed.
These mainly technical problems are not influenced
by the personal traits of the people living in different
parts of the region.

In contrast, mainly social problems involve condi-
tions that are initially perceived as primarily local in
nature, and these are affected by the personal traits
and behavior of the people concerned. Such social
problems include shortages of affordable housing,
excessive concentration of the poor in inner-core
neighborhoods, inequitable distributions of fiscal re-
sources and public services, and lack of mobility. The
most crucial aspect of these social problems is that
they all affect answers to the question: “Who will be
my neighbors?” Most Americans have definite views
about the kinds of people they want as neighbors.
Therefore, this question is always perceived as a per-
sonal, localized issue. Moreover, Americans have
strong desires to exercise local influence and control
over their local or neighborhood environments—both
socially and physically. Hence, they are very reluc-
tant to decrease any local influence they now exer-
cise (mainly through zoning regulations) about what
types of people will live near them and the physical
environments in which they will live. Therefore, they
oppose shifting any such influence to organization-
ally more remote centers of power. In addition, few
elected officials ever want to share powers they now
exercise with any other governmental body.

These forces create a strongly embedded hostility
among American suburbanites toward awarding any
authority now legally exercised by their local gov-
ernments to a regionwide agency. This hostility is
commonly expressed in two slogans: “We do not want
to lose any of our local sovereignty over our commu-
nities,” and “We do not want to add any additional
layers of government to those that already exist.” In
practice, local governments do not have sovereignty
over truly regional problems because those problems
cannot be solved—or in many cases, even seriously
affected—by purely local policies. However, this fact
is ignored by those opposed to any regionalization of
presently local government powers.
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7 Much of the analysis in the remainder of this chapter is
adapted from Downs (1999b).
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Each of the mainly social problems cited above en-
counters similar hostility to regional solutions. The
issue of affordable housing generates this hostility
because most Americans do not want to have poor
people as neighbors. Rightly or wrongly, they associ-
ate intense poverty with social maladies like gangs,
high crime rates, and poor educational attainment.
Also, many Americans do not want to live where a
sizable proportion of their neighbors are members of
specific ethnic groups. So they regard any attempt
made against their will to increase the amount of af-
fordable housing within their own communities as an
unwarranted restriction of their “local control” over
their own environment.

Because the issue of excessive concentration of the
poor in many older neighborhoods can be counter-
acted only by some type of voluntary decentraliza-
tion of poor people, it raises the question, “Who will
be my neighbor?” The implied answer to that ques-
tion is that other people who are not poor would be-
come neighbors of the poor— and not always volun-
tarily. The issue of inequitable distributions of fiscal
resources and public services also raises this ques-
tion because such inequities arise from large-scale
variations in the income levels of different munici-
palities. Remedying such inequities would mean
somehow redistributing resources among those mu-
nicipalities. Lack of mobility raises this question,
because those who are immobile are mainly those who
cannot afford to own and drive cars, those who are dis-
abled, or those who are too young or too old to do so.

All of these social problems also have regional im-
plications, but those implications are less obvious and
less central to the concerns of most suburbanites. For
example, shortages of affordable housing near new
jobs handicap inner-city unemployed workers in ob-
taining jobs and reduce the attractiveness of the en-
tire region to firms considering the location of new

plants or offices. Overcoming such shortages for the
entire region would require some means of allocat-
ing additional affordable-housing units among differ-
ent communities—especially among those commu-
nities that have little such housing now. That would
amount to putting pressure on many localities to ac-
cept higher percentages of low-income households.
However, few localities are willing to give a regional
agency control over the future of their neighborhoods.
So, political resistance to regional arrangements con-
cerning all these social issues will be enormous. That
is why the probability that regional arrangements
will actually be adopted is much lower for mainly so-
cial problems than it is for mainly technical problems.

Some growth-related problems are neither mainly
technical nor mainly social. Examples of these in-
clude higher taxes to pay for infrastructure; loss of a
sense of community in low-density settlements; and
pressure on households to spend excessive amounts
on transportation. The last two are probably not sus-
ceptible to remedies based on regional arrangements.
The issue of paying for infrastructure was discussed
earlier in this chapter under another policy strategy.

One result of the above considerations is that—with
very few exceptions—regional governance arrange-
ments have been seriously proposed or adopted for
those operating systems that are mainly technical and
that clearly transcend the boundaries of individual
localities. Such regional governance arrangements
encompass the physical structures that make up each
operating system, regulation of the vehicles and ve-
hicle movements using those physical structures, and
the means of financing the creation, maintenance, and
operation of those structures. The technical operat-
ing systems include the following:

• ground transportation networks of freeways,
roads, and streets

• airports, seaports, bridges, tunnels, and other key
transportation linkages

• water, sewerage, and waste-treatment systems

• systems of regulation aimed at controlling air
pollution

• parks and recreational areas and other cultural
facilities (e.g., concert halls and stadiums)

Other systems also transcend individual, local bound-
aries, but these are less likely to be considered ap-
propriate for regional governance arrangements be-
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cause they are more social than technical in nature.
These systems include the following:

• provision of affordable housing for low-income
households, especially the provision by public
authorities of direct subsidies for the shelter of a
large number of such households

• enforcement of antidiscrimination laws and regu-
lations applicable in housing and labor markets

• preparation and application of comprehensive
land-use plans and zoning regulations. However,
a few states have passed laws requiring local gov-
ernments in a region to draft land-use plans that
serve state-defined goals and that are subject to
review and alteration by regional or statewide
bodies.

• administration of regionwide tax levies

Regional Arrangements That Might
Be Addressed to Attack These
Problems

At least nine different types of regional arrangements
have been either tried or proposed as methods of ad-
dressing the problems described above. These are
briefly set forth below, along with their major advan-
tages and disadvantages and examples of where they
have been used.

• Functionally specialized agencies are the most
commonly used regional arrangements, prima-
rily for the mainly technical problems described
earlier. Examples are The Port Authority of New
York and New Jersey, the Southeastern Pennsyl-
vania Transit Authority, and the Metropolitan
Sanitary District in the Chicago region. Each of
these agencies focuses on a narrowly defined set
of activities that are mainly technical in nature

and clearly regional in origin and effects. Their
advantage is that the need for regional scope
concerning their specific functions is so obvious
that it often overcomes the unwillingness of in-
dividual localities to give up authority over those
functions. Also, local governments feel much less
threatened by shifting such a small part of their
authority to an overarching agency than they
would if they had to share much broader pow-
ers. These agencies receive special funding pow-
ers from the state legislatures that create them.
One of their main disadvantages is that they are
mostly appointed bodies that are rarely directly
accountable to the citizens whom they affect.
Another disadvantage is that they have such nar-
rowly defined powers that they may overlook key
linkages with other types of activity in develop-
ing their own regional plans and strategies. For
example, regional airport authorities may fail to
recognize the major effect their facilities will
have on future land-use and transportation pat-
terns in all parts of the region.

• Purely voluntary confederations, such as the re-
gional Councils of Government (COGs) found
in most U.S. metropolitan areas, are relatively
easy to establish, mainly because they almost
never have any real authority over any of their
members. That lack of authority is their central
drawback. Such organizations can rarely tackle
controversial issues effectively or deal with any
issues involving uneven allocations of resources
among their members. Thus, any issue that re-
quires the distribution of significant overall costs
among specific places will founder under this
type of arrangement. On the other hand, these
agencies can draw attention to key issues and pro-
vide a great deal of relevant information about
them to the public, if they have significant re-
sources and if their staffs are allowed to publish
research results.

• Public-private coalitions or associations also
lack authority, but they are excellent vehicles for
calling attention to key issues and developing al-
ternative plans for dealing with those issues—
without choosing among those alternatives. Such
coalitions can form without legislative authori-
zation and can include broad cross sections of
government, business, labor, academe, and reli-
gious institutions. This makes them good vehicles
developing broad consensus on key issues among
civic leaders and the public. However, they are
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incapable of implementing actual public policies
or making controversial policy recommenda-
tions. Most “visioning” bodies, such as Oregon’s
2040 Plan and Los Angeles’s Vision 2020 Group,
are of this type.

• Federally created regional agencies are usually
functionally specialized, but they can also have
the power to carry out policies and the money
with which to do so. Examples are the Air Qual-
ity Control Boards set up in major metropolitan
areas under the authority of the U.S. Environ-
mental Protection Agency, although these are
mostly operated through state governments as
well.

• Federally mandated regional agencies can have
planning authority over specialized functions that
are funded by the federal government. For ex-
ample, the Metropolitan Planning Organizations
(MPOs) set up in response to the Federal-Aid
Highway Act of 1962 are concerned with sur-
face transportation. The federal government will
not fund any surface transportation activities or
facilities within a region unless specific proposed
activities have been approved by the regional
MPO as part of an overall regional plan. Similar
arrangements could be established for all types

of activities at least partly funded with federal
money (e.g., housing, health care, sewerage treat-
ment, and water systems).

• State government agencies can act as regional
coordinators of some specific function, especially
if they supply or administer most of the funding
required. For many years, state highway or trans-
portation departments developed regional high-
way plans for most large metropolitan areas. They
worked with local governments but had the lion’s
share of the power because they supplied most
of the money—either state funds or funds from
the federal government administered by the state.
In a few states, the Department of Community
Affairs acts as a coordinator for local govern-
ment land-use plans.

• Regional bodies with broad authority over sev-
eral key functions must be established by state
legislatures under the U.S. federal system. The
most well-known examples in the United States
are in Portland, Oregon, and in the Twin Cities
Region of Minnesota. The Portland Metro is a
directly elected body with authority over surface
transportation systems, sewerage and water sys-
tems, and the coordination of local land-use
plans. The Twin Cities Metropolitan Council has
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authority over surface transportation and major
utilities, and advisory authority on low-cost hous-
ing. The council is appointed by the governor.
The advantage of such bodies is that they exer-
cise true regional powers over several closely
related functions; hence, they can develop and
carry out rational plans. The disadvantage is that
it is extremely difficult to round up enough po-
litical support to establish them.

• Regional governments formed by merging mu-
nicipalities and counties have emerged in a hand-
ful of U.S. metropolitan areas, notably Indianapolis,
Jacksonville, Lexington-Fayette, Nashville-Davidson,
and Miami-Dade County. These bodies can be estab-
lished by gaining consensus from only two groups:
city and county officials. Their main advantage
is that they encompass all local government func-
tions with regionwide powers. The main disad-
vantage is that growth tends to move out beyond
the initial boundaries governed by the regional
body, so those initial boundaries encompass only
part of the true region thus formed. This has hap-
pened in Toronto and Indianapolis, for example.

• Contracts between separate governments can
establish legally authorized bodies that carry out
specialized functions throughout the territories
of the entities that have signed the contract. This
permits economies of scale not possible within
smaller entities. A second key advantage of this
arrangement is that it does not usually require
constitutional changes or actions by state legis-
latures; it can be accomplished by two or several
municipalities acting on their own. Therefore, it
is not necessary to get all the governments within
a region to agree on such an arrangement in or-
der to put it into operation. Of course, in that
case, the agency’s powers do not cover the en-
tire region. Cities in the Phoenix, Arizona, met-
ropolitan area and in Los Angeles County have
carried out many such arrangements. These ar-
rangements often involve the county government
supplying services to small municipalities for a fee.

Rating the Desirability of These
Regional Organizational
Arrangements

Because the above regional organizational forms are
somewhat different in nature from the other types of
policy tactics analyzed in this chapter, a separate set

of criteria has been devised for evaluating them.
Table 15.9 shows the application of five such criteria
and provides some specific examples for each of these
nine specific forms of regional arrangement. The first
substantive column shows how each form can be le-
gally established, and the second substantive column
comments on the political difficulty of such estab-
lishment. The next two columns comment on the suit-
ability of each form for both recommending regional
policies and implementing them. The fifth substan-
tive column suggests the ability of each form to deal
with highly controversial issues, like those connected
with most of the mainly social problems described
earlier. The last column provides examples of each
form. The comments developed in this matrix are
based on knowledge of the literature as well as on
subjective judgments. Other commentators might
have different views. But in any case, this matrix pre-
sents a means of organizing information about the
nine forms of regional arrangement in a convenient
fashion.

The information presented suggests that a region try-
ing to establish effective regional planning for its fu-
ture may be wise to employ more than one of these
organizational forms over time. It might start with a
public-private association for preliminary exploration
of regional problems and issues and later shift to a
more powerful form for actual regional coordination
and implementation of land-use plans. The initial or-
ganization can thus lay the groundwork for a long-
range regional strategy and then set in motion the citi-
zen-participation processes necessary to create
widespread political support for that strategy. This
approach is discussed further in the last section of
this chapter.

How Should a Region Create a
Sensible Overall Policy Strategy
Concerning Its Future Growth?

It should be clear from the preceding analysis that no
single overall policy strategy concerning future
growth is suitable to all, or even most, of America’s
many and diverse metropolitan regions. Different
regional conditions call for different policy responses.
In fact, a region’s overall growth-related policy strat-
egy should be designed to fit its own circumstances
and conditions.

However, the preceding sections of this chapter have
set forth a great many growth-related strategies and
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Organizational
Form Means of Establishing

Political Difficulty in
Establishing

Suitable as a Vehicle
for Recommending

Policies

Suitable as a Vehicle
for Implementing

Policies

Ability to Act or
Reach Consensus on
Controversial Issues Specific Examples

Functionally
Specialized
Agencies

State Legislature

Authority over this
function must be
awarded to an agency
with regional
jurisdiction by the state
legislature

Relatively Easy

Voters and local
officials can see the
need if dealing with
mainly technical
problems

Great

Agency has authority
over the workings of the
function in which it
specialized, so it can
implement policies
relatively well

Great

Agency has authority
over the workings of the
function in which it
specialized; hence, it
can implement policies
relatively well

Moderate

Agency still must reach
some consensus with
large jurisdictions
within its territory on
such issues

New York Port
Authority; Chicago
Metropolitan Sanitary
District; Washington
Airport Authority

Purely
Voluntary
Confederations
or Associations

Agreement among
Participants

If participants are all
local governments,
action by the state
legislature may be
needed for official
status

Relatively Easy

Since members know
they will not have to do
what the organization
recommends, they join
easily

Poor

It will be difficult to
obtain consensus among
all members on any
issues involving
conflicts of interest or
controversies

Very Poor

Individual members can
ignore policies that are
recommended by the
group as a whole

None

Individual members can
ignore policies that are
recommended by the
group as a whole

Regional Councils of
Government (COGs) in
most metropolitan areas

Public-Private
Coalitions

Private Action

No permission from
higher authorities is
needed; simple
nonprofit incorporation
will do

Relatively Easy

Private and public
officials can join and
not have to speak for
their organizations
officially

Excellent

It is often possible to
get consensus on
difficult issues, since
none of the members
are acting in their
official capacities

None

Such a body has no
power to get any of the
organizations
represented to act in
ways it may recommend

Poor

Such a body has no
power to get any of the
organizations
represented to act in
ways it may recommend

Los Angeles Vision
2020; St. Louis
Regional Chamber of
Commerce

Federally
Created
Regional
Agencies or
Departments

Congress

Federal bodies with
regional powers to act
must be created by
specific acts of
Congress; there are not
many in existence

Very Difficult

Congress will rarely
create federal agencies
that interfere with state
or local government
powers

Good

Regional offices or
major federal agencies
or departments often
will recommend
national department
policies

Moderate

Regional federal offices
will implement national
policies only if strong
support for them exists
in Congress

Fair

Regional federal offices
are reluctant to
implement controversial
policies if strongly
opposed within a region
by local governments

Air Quality
Management Districts
under Clean Air Act

Federally
Mandated
Regional
Agencies (can
operate through
state agencies)

Congress

Congress can mandate
that each region create a
special agency to plan
for and distribute funds

Very Difficult

Congress will rarely
mandate creation of
regional agencies that
interfere with state or
local government
powers

Good

Such agencies are under
pressure to recommend
policies congruent with
national federal policies
in the subject areas
concerned

Moderate

Such agencies still must
create consensus before
having much ability to
implement
recommended actions

Poor

These agencies lack the
political power or will
to enforce controversial
policies on resisting
local or state
governments

Metropolitan Planning
Organizations for
surface transportation in
response to the Federal-
Aid Highway Act of
1962

State
Government
Agencies or
Departments

State Legislature

States create such
agencies as part of
normal functional
operations; agencies
then assume regional
powers

Relatively Easy

States usually have such
agencies as part of their
normal functional
operations

Fair

State agencies assume
regional powers and
make recommendations
congruent with state
policies

Good

State agencies can
exercise strong power in
practice but usually in
only one functionally
specialized type of
action

Fair

State political leaders
are reluctant to take on
serious opposition  by
local or city
governments

State Transportation or
Highway Departments
in many states; state
Community Planning
Department in a few

Regional Bodies
with Broad
Authority

State Legislature

States can give regional
bodies the power to
override local
governments and
exercise functional
authority

Very Difficult

States will create such
agencies only when
under emergency or
crisis conditions

Good

If they have broad
powers, they can
recommend policies
affecting the entire
region across several
interrelated subject
areas

Excellent

Because they have the
power to act, they can
implement regional
policies much better
than other
organizational forms

Good

Since the jurisdiction
covers the entire region,
they can take account of
all interest and income
groups in designing
policies

Portland Metro elected
government; Georgia
Regional Transportation
Authority (GRTA)
appointed by governor

Mergers of
Municipal and
County
Governments

State Legislature

Only states can permit
the merger of cities and
counties but will usually
not do so unless
supported by voters

Moderately Difficult

Needs strong leadership
from the central-city
major and county
executives, as well as
the governor

Good

Since these bodies have
broad powers, they can
design policies affecting
the entire merged area
across several
interrelated subject
areas

Excellent

Since merger creates a
unified general
government, it has
strong powers to act
concerning many
functions in the areas
concerned

Good

Because the result is a
unified general
government, it has
responsibility for all
groups in the areas
covered, but not outside
those areas

Indianapolis + Marion
County, Indiana;
Nashville + Davidson
County, Tennessee;
Jacksonville + Duval
County, Florida

Contracts
between
Separate
Governments

Individual
Governments

Can be established
simply by agreements
between individual
municipalities, usually
for narrowly defined
specialized functions

Easy

Needs only an
agreement between the
localities concerned;
can avoid highly
controversial functional
activities

Moderate

These agreements rarely
innovate really new
policies; mainly aimed
at achieving economies
of scale through
consolidating similar
public services

Good

Have the power to
implement policies
within narrowly defined
specialized services
covered by the
contracts; not useful for
broader services

Poor

Mostly designed to
implement
administratively
efficient economies of
scale, which rarely
involve controversial
issues or policies

Phoenix area fire
departments; Los
Angeles County police
services

Source: Anthony Downs, The Brookings Institution.

Table 15.9
Regional Organizational Forms Matrix
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tactics that any region might consider in designing
such an overall strategy. How should a region go about
deciding which of these strategies and tactics are best
suited to its needs? We believe there is a definite over-
all strategy-creation process that can be used in any
region to formulate an effective growth strategy, re-
gardless of the specific policies that ultimately are
chosen in this process. This single—admittedly rather
general—process is applicable almost everywhere
because forming effective public policies in a democ-
racy requires certain essential elements that must be
carried out in roughly the same order in any commu-
nity, large or small.8  Residents of a metropolitan area
will not accept a growth strategy handed to them with-
out significant prior consultation, so there must be
some means of enlisting both initial and later input
from many different groups. However, the process
must begin with a small group and then shift later to
broader participation. This process involves the fol-
lowing specific steps:

• Form a small steering group of community lead-
ers or representatives to start working on a ten-
tative growth plan suitable to their metropolitan
area. The membership of this group should re-
flect a broad cross section of relevant interest
groups in both the public and private sectors.
These should include subgroups defined in terms
of geography, socioeconomic status, occupation,
ethnicity, and political perspective. Just how this
should be done cannot be described here. For
one thing, there are too many means of accom-
plishing such participation to discuss all of them
in detail.  However, the group should be kept
small enough so that it can engage in productive
face-to-face discussion sessions.

— The persons chosen should be asked not to act
initially as official representatives of the groups
to which they belong, but simply as citizens fo-
cused on the region’s future growth. Of course,
the views of each will be heavily influenced by
the groups to which he or she belongs, but it is
important to start off without tying the hands—
or thoughts—of any members of this group to
any “official position.”

• Have this group tentatively identify the most
pressing growth-related problems in the region
and the basic future goals to which they think
growth ought to lead.  Problem identification is
often done by polling a random sample of citi-
zens concerning what issues they consider most
critical. The citizens and officials in a metropoli-
tan area would probably not even consider adopt-
ing a regional growth strategy unless they be-
lieved one or more growth-related problems were
extremely serious. Goal identification is more
difficult because it involves unknowable future
conditions and the aspirations of different groups.
However, it is vital to have some idea what type
of future different people in the region would like
to see realized.

— It is crucial that this group take account of the
effects of the growth process, and its ramifica-
tions, on the concentration of poverty in older
inner-core areas. A likely tendency will be to fo-
cus almost exclusively on directly growth-related
problems that mainly affect suburbs, but this ten-
dency should be overcome.

• Conduct more detailed factual studies of both
the problems and goals identified as most im-
portant. One purpose of such studies should be
to reject much further consideration for (1) prob-
lems that cannot realistically be solved or greatly
reduced; (2) goals that are too unrealistic to be
given practical consideration; and (3) goals that
completely ignore or oppose key interests of one
or more major groups in the region. Another pur-
pose is to tentatively identify the major policy
responses that might be adopted to remedy each
important problem, or achieve each important
goal, without choosing among possible alterna-
tive policies. These actions demand intensive and
time-consuming briefings, discussions, and de-

8 The basic steps in this process have been adapted from
Downs (1994, Chapter 12).

C
ou

rt
es

y 
of

 G
. L

ow
en

st
ei

n



534

D E V E L O P I N G   P O L I C I E S   I N   R E S P O N S E   T O   S P R A W L

liberations that cannot be carried out effectively
by large groups.

• Arrive at as much consensus as possible (within
this small group) concerning a prioritized set of
problems and goals that are most significant to
the region’s future. “Prioritized” means that the
problems and goals have been roughly ranked in
order of what the participants believe is their rela-
tive importance to the region’s future.

• Start informing larger groups in the region con-
cerning the tentative findings reached. The pur-
pose of this step is to begin engaging a broader
set of citizens in the strategy-formation process.
Members of the small steering group should re-
port to their own organizations on the nature of
the deliberations, and get tentative—but not yet
official—feedback from those organizations.

• Conduct more-detailed analyses of possible
policy responses to the most important problems
and goals identified earlier. This step involves
the following substeps:

— Identify policies related to each problem or goal
that might address each. This might have been
done to some extent in a preceding step. These
policies should contain alternative means of deal-
ing with six key elements of future growth: (1)
residential density, (2) whether there should be
any limits on the outward extension of future
growth, (3) ground transportation, (4) the den-
sity of commercial and industrial activities, (5)
governance over land uses (including infrastruc-
ture finance), and (6) how and where low-income
households should be provided with housing.
These six elements are crucial ingredients of any
rational future strategy concerning regional
growth.

— Develop specific criteria of desirability concern-
ing those policies.

— Analyze the benefits and costs of each policy in
relation to each problem or goal. Take account
of the disparate views of different groups in-
volved.

— Tentatively choose those policies that seem best
suited to each problem or goal.  This overall set
of policies should include substantive recommen-
dations concerning at least the six elements of
the region’s future growth mentioned above.

— Examine this set of policies to determine their
internal consistency, and revise them as neces-
sary where inconsistencies appear. From this set,
develop a coherent, internally consistent overall
vision of what growth-related policies for this
region ought to be. Conflicting choices within a
single field of activity must be reconciled to
achieve the most promising overall improvement
in the area’s problems. Possible inconsistencies
among elements in different fields of activity
must also be reconciled or at least limited. For
example, a tightly drawn urban growth bound-
ary would be inconsistent with spreading out jobs
to reduce average travel times for workers who
live in the suburbs. Adjustments in both elements
might be necessary.

— Define one or two basic themes that express the
essence of the final vision. People can much more
easily understand overall themes than the detailed
elements underlying them.

• Create a more formalized body to review and
modify the findings of this steering group and to
initiate broader citizen participation. It is vital
not to go too far toward conclusions that look
finalized before broadening participation so that
more people can identify the results as their own.
This step should create the means for many more
citizens to become involved in the strategy-for-
mation process. This can be done in a variety of
ways. Members of the small steering group that
has formulated the plan must return to the broader
groups they represent and from whom they re-
ceived ideas. Their initial presentations should
combine strong advocacy with a willingness to
listen to critical responses.
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• Adjust the overall strategic vision to take account
of the responses received through broader par-
ticipation, and then create a final version. This
step may be more an ongoing process (starting
with the preceding step) than a single, well-de-
fined activity. It may occur over a considerable
period as the formal small group—the successor
of the steering group—repeatedly revises and
tests the revisions against public opinion.

• Disseminate the final version widely and seek to
get its key recommendations adopted by the
major regional media and the necessary legis-
lative bodies. An intensive public relations cam-
paign must begin to drum up public support. This
is critical. The success of the campaign will de-
termine whether the new strategy will actually
be adopted. Exactly how to do this cannot be
described here because of the variety of deci-
sion-making processes in different areas. How-
ever, members of the small group that formulated
the plan must spend as much time and energy—
and perhaps more—carrying out this step as they
did carrying out all the preceding steps.
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Of course, these steps are rather general, and they
may need to be varied considerably in specific re-
gions in order to suit local conditions. However, they
should convey the basic nature of the process neces-
sary to formulate an effective, long-run, overall re-
gional-growth policy strategy.
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XVI

Future Research on Sprawl:
Making the Commitment

INTRODUCTION

Although this report is an important and necessary
first step in the study of sprawl and its impacts, much
work remains to be done if this research is to be of
real value. The missing pieces of the total sprawl pic-
ture must be identified. Therefore, it is crucial that a
commitment be made to a meaningful research
agenda. The transportation, land-use, and housing
research communities, in pursuing this agenda, can
help achieve the goal of a sustainable and fulfilling
life for all citizens of the United States.

To discuss a proposed research agenda, a uniform
method for categorizing and evaluating potential re-
search must be established. The organization of pro-
posed research will follow the order of this study’s
presentation of information: definitions, forces gen-
erating sprawl; sprawl’s resource impacts (land con-
version, infrastructure costs, property development
costs, public service costs, and so on); sprawl’s per-
sonal impacts (travel costs, quality of life, and social
costs); and dealing with sprawl (sprawl’s benefits as
well as procedures to mitigate sprawl). Research ob-
jectives will be presented in a simple summary state-
ment of what is proposed followed by a more de-
tailed statement of what is required.

Future research should involve collaboration by mem-
bers of multiple professional fields. The research part-
nership responsible for the current report is an un-
usual one. Those with specialties in housing, land use,
transportation, and economics have all provided im-
portant information and perspective. It has proven to
be an important collaboration, helping to move us
toward a better understanding of sprawl. Experts in
the above fields can make little sustained progress
without continued commitment to both undertaking
additional research and implementing what has been
learned here; they must be joined by others to con-
tinue to “flesh out” what has already been achieved
in sprawl research. This chapter identifies the addi-
tional research that should be undertaken to better
understand sprawl.

DEFINING AND MEASURING
SPRAWL

Classification System for Counties

Some type of classification or grouping system for
counties ought to be developed to be used in identi-
fying relationships between urban decline, quality of
life, other characteristics, and sprawl. The classifica-
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tion system could utilize such variables as poverty
levels, median household incomes, median housing
values, percentages of dwellings owner occupied and
renter occupied, percentages of female-headed house-
holds, and so on, to group counties into relatively ho-
mogeneous categories.

Population and Employment
Demand

Population and employment demand are the major
forces behind a geographic area’s future resource
needs. Growth-management efforts require reliable
and valid baseline information in the planning and
implementation of peripheral development in centers,
close-in development in urban service areas, and core
redevelopment and infill projects. Projecting these
parameters is an uncertain process that requires up-
dating and sensitivity analyses to provide the best
inputs for future planning and growth-management
activities.

Research is needed to assess the variety of demo-
graphic projections available at the county level. Cur-
rent projections are promulgated by a variety of ven-
dors for population, households, and employment,
usually in increments of five to 10 years for 20- to
30-year futures. Information would be compared and
the strengths and weaknesses of the data discussed,
especially as they relate to the needs of alternative-
development studies. These commercial data sources
are of value in that individual counties add up to a
regional and national projection for various points in
the future. The weakness of these projections is that
they contain limited localized data that could alter
results significantly at a substate level. Little research
exists that compares the projections from WEFA,
Woods and Poole, and others.

A Microdefinition of Sprawl

Most policymakers and interest groups do not con-
ceptualize sprawl at a countywide level; rather, they
think of it in terms of local development patterns: as
strip commercial, homogeneous tract housing, auto-
oriented, low-density, low-rise development. The type
of growth in a small place (not explored herein) is
equally if not more important in defining sprawl than
the amount of growth in a larger political jurisdic-
tion (the size level used extensively in this study).
These groups can often point to examples of signifi-
cant sprawl in what are defined as nonsprawl coun-
ties, and significant nonsprawl development (smart
growth) in so-called sprawl counties. This study suc-
cessfully isolates and provides control measures for
sprawl in counties that are not urban. It is less effec-
tive in defining and reacting to sprawl in urban areas
where there is no net growth, or similarly, in defining
and reacting to growth in peripheral areas character-
ized by free-standing centers rather than traditional
sprawl development forms. Spread development in
urban areas must be better defined as sprawl; com-
pact development in rural areas must be better de-
fined as nonsprawl.

Sprawl on a Smaller Scale

A multidisciplinary group of city planners, geogra-
phers, and environmentalists interested in sprawl
(there should be no shortage) ought to assist a re-
search team in developing more-detailed data on de-
velopment patterns that constitute sprawl. These ex-
perts could participate in focus groups charged with
defining sprawl in terms of the scale, type, and den-
sity of development. A research team could be as-
sembled to analyze data, standardize information, and
draw conclusions from 12 to 15 focus groups’ ex-
aminations of differing development patterns that
constitute sprawl.
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A Sprawl Definition Utilizing
Percentages of Walking, Biking,
and Transit Trips

There is a positive correlation between sprawl and
automobile use. Locations with 95 percent automo-
bile use may be very different from those that depend
on automobiles for closer to 100 percent of all trips.
Locations where walking, biking, and taking public
transit to work are common usually are not classic
examples of sprawl. These locations should be re-
searched; their nonautomobile-use percentages might
be established as cutoff points in identifying poten-
tial or actual sites of nonsprawl development.

GROWTH AND SPRAWL

Analysis of the Economic Model of
Sprawl

Residential developers have created and refined a cost
model that allows them to produce relatively inex-
pensive low-density housing while externalizing vari-
ous costs and passing them on to the public sector.
These costs include those associated with the provi-
sion of an arterial system to distribute traffic from
subdivisions, as well as utility infrastructure. How do
you legitimately account for the prorated public costs
of development? A useful case study would analyze
the “full” distribution of public and private costs for
multiple types of greenfields and brownfields devel-
opments—those that follow traditional suburban
structure and those based on more-urban patterns.

Market Trends: How Do They
Support and/or Counteract Sprawl?

Technological and lifestyle changes are altering many
aspects of our everyday lives. For example, the emer-
gence of online shopping for everything from mov-
ies and pizza to houses and cars is transforming the
public’s purchasing habits. Also, after decades of ur-
ban flight, many households are rediscovering the
urban core. These and other well-noted changes, such
as the move toward smaller and nontraditional fam-
ily arrangements and immigrants’ penchant for urban
living, may profoundly impact the way in which cit-
ies grow in the future. Are these changes capable of
counteracting the sprawling suburban growth of the
last 40 years?

SPRAWL AND DEVELOPABLE
AGRICULTURAL AND
ENVIRONMENTALLY FRAGILE
LAND IMPACTS

Development and Land Conversion

Data is often misused and incorrectly interpreted. In
comparisons of growth and land conversion, two sta-
tistics that appear to be related are virtually meaning-
less. These relate to percentages of land taken rela-
tive to percentages of development completed. One
often hears that population has expanded by 10 per-
cent, whereas the remaining land has been depleted
by 30 percent. This is a meaningless comparison un-
less the base numbers are known and it is clear what
land has been taken for development versus other pur-
poses. It is necessary to obtain a measure of typical
land loss per capita (i.e., 0.2 acres), so that a frame of
reference exists for determining excess land takings
relative to population growth.

Prime Agricultural Land

Agricultural land losses are more serious if they in-
volve the loss of prime agricultural lands. Agricul-
tural lands may be divided into prime and nonprime
depending on their soil type. With GIS and agricul-
tural land classification, the loss of prime agricultural
lands to development could be separated from the
loss of all agricultural lands. This is imperative if
agricultural land losses are to be considered within
the context of future domestic agricultural land re-
quired to feed domestic and nondomestic households.
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Isolating Environmentally Fragile
Land

Other than forests, which are well mapped, and wet-
lands, which are well protected, there is no comput-
erized method for isolating and tabulating lands that
need protection from real estate development. A na-
tionwide California Urban Futures–type modeling
effort must be undertaken to classify lands in the path
of development by degree of environmental protec-
tion. The amount of fragile land consumed by devel-
opment or avoided by compact growth could then be
calculated.

Land Preservation and Property
Rights

Property rights associated with land are based on a
variety of specific rights or interests. For example,
interests may include mineral rights, water rights,
farmland-rental agreements, conservation easements,
and other elements of landownership. These interests
can be held and traded separately, allowing public
agencies to influence land disposition in ways other
than regulation or outright ownership. Examples of
public policy tools used to garner land are conserva-
tion purchase programs, wetlands reserve programs,
farmland protection easements, transferable develop-
ment rights, and real estate tax preferences. Research-
ers should explore options for land conservation
through various acquisition alternatives, each appro-
priate to a particular context or stage of land preser-
vation. Outright purchase may prove too expensive a
land-use option in the long run.

GIS Overlays for Sensitive Lands
Sprawl Research

GIS overlays are powerful educational tools. Much
of the decision making regarding development
projects is based on GIS maps (e.g., hydrology and
environmental variables; socioeconomic, administra-
tive, and other factors). Acceptance and support for
development and redevelopment projects will be im-
proved by creating clear, accurate, and useful over-
lays designed to meet the public’s and decision mak-
ers’ information needs and by widely distributing such
overlays (via the Internet, for example). An inven-
tory of potential environmental restraints at a sub-
state level should be developed. The GIS maps could
be prioritized according to their usefulness in com-
municating important development information to de-
cision makers and the public. A model statewide map
series could be distributed (with other literature)
through various outlets to educate and inform locals
across the country.

SPRAWL AND INFRASTRUCTURE
IMPACTS

A Fact Book on Development Costs

The main function of local governments is to do an
efficient job of the task that traditionally has been
theirs: providing development infrastructure and pub-
lic services. Local governments require a continuous
supply of information about how to accomplish these
tasks with maximum efficiency. There is a great de-
mand for engineering and pro forma–level data on
different types of development, and the material lends
itself to quantification. A “fact book” of impacts that
presents standardized development costs for a range
of development types under a variety of assumptions
could be invaluable to local officials. This information
would make a great contribution to local debates about
the opportunities for and requirements of smart growth.

Water and Sewer Laterals versus
Compact Development

Rutgers University employs a water and sewer lat-
eral model that is driven almost exclusively by the
unit-mix differences of development alternatives. Very
little credit is given for compact development affect-
ing infrastructure costs. Engineering studies of infra-
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structure savings related to compact growth need to
be cataloged, standardized, and systematized. The re-
sults of such analyses could be incorporated into mod-
els of the above type to determine savings and costs
related to different development scales and densities of
similar units under spread versus compact development.

SPRAWL AND TRANSPORTATION
IMPACTS

Relationship between Commuting
Times and Distance of Residential
Areas from the MSA Center

The relationship between commuting times and dis-
tance from the MSA center needs further investiga-
tion to evaluate the claim that people living farther
out have shorter commuting times—and therefore
benefit from sprawl. A preliminary regression analy-
sis is used in this study, which compares the median
1990 commuting time of local residents in each of 49
Boston suburbs as a dependent variable (regardless
of where they work) with each suburb’s distance from
the Boston Statehouse as the independent variable.
This analysis shows that a one-mile increase in dis-
tance from the center causes a 3.9 minute decline in
commuting time. (The median commuting time for
all 49 suburbs was 21.55 minutes; the median distance
from the center of the MSA was 11.46 miles.) This
type of analysis should be repeated in other locations
at increasing distances from the center of an MSA,
making more information available to evaluate the
relationship between distance from the center of a
metropolitan area and resultant commuting times.

Induced Travel and Sprawl

There has been a significant body of work analyzing
the incidence of induced travel. Although there is an
emerging consensus that expansions of the road sys-
tem induce additional travel, the issue merits more
attention. One must critically examine at different
scales (see below) the conclusion that road building
creates more total travel as opposed to simply less-
ening travel on other modes.

Regional versus Local Scale

The structure of one’s neighborhood, community, and
region each have separate and intertwined impacts
on travel behavior. A comprehensive analysis of the

transportation impacts of sprawl must incorporate
these relationships and account for their linkages. A
series of case studies and empirical analyses focus-
ing on several metropolitan areas could shed light on
interactions, causes, and effects of development and
travel behavior that are often blurred when aggregated
to the national scale.

The Costs and Benefits of
Transportation Improvements

A standard approach to examining the economic im-
pacts of transportation improvements is through in-
put-output analysis. The results of these analyses con-
sistently show a net economic benefit due to
transportation improvements. How are other parts of
the region negatively impacted when economic ac-
tivities choose to be near a new transportation im-
provement? The research community must reevalu-
ate the cost/benefit procedures and assumptions
currently in use to include potential losses by other
host locations in the region due to transportation im-
provements in other jurisdictions.

The Rutgers University Road Model
and Road Costs

In this and other studies, the Rutgers University Road
Model has been used to project local road lane-mile
needs under alternative future development scenarios.
Is this “bird’s-eye view” of the relationship between
population density and road density adequate for
macroanalyses of future local road lane-miles and
costs under alternative futures? An analysis of this
simple approach versus information that might be
gleaned from a traditional transportation-demand
model needs to be undertaken by the transportation
research community.
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What Type of Transit Use Makes
Sense and When Is It Called For?

There is current and continuing strong interest in in-
cluding transit modes as part of smart growth devel-
opment activities. More information is needed regard-
ing what types of transit make sense at differing
densities. The research community should produce a
guide to workable transit, focusing on what densi-
ties, land-use mix, pedestrian factors, and so on dic-
tate technology choices for transit. This guide would
link the transit mode to development density. It would
also allow the economics of transit to be better un-
derstood by the general public.

Impacts of Light-Rail Systems on
Traffic Congestion

Another issue needing additional study is the impact
of light-rail and other fixed-route public transit sys-
tems on local traffic congestion. Proponents of light-
rail systems claim that they will help reduce traffic
congestion; opponents say that this has not happened
where such systems have been put in place. Research
should compare levels of traffic congestion measured
at the MSA scale in different regions that have, or
lack, light-rail systems, taking into account other rel-
evant variables, such as total land area, population,
income levels, climate, and so on.

Correctly Pricing Transportation

There is considerable interest these days in “getting
the prices right” in transportation. Environmentalists
and supporters of mass transit believe the “right”
prices will induce people to switch from automobiles
to public transit. They advocate a variety of additional
charges on vehicles, fuel, road use, emissions, and so
forth. Economists believe that the “right” prices will

lead to an economically efficient and socially desir-
able distribution of transportation modes and fuels.
More research should be undertaken using full-cost
analysis to correctly establish the price of travel by
various modes. Full-cost analysis should be funded
to better understand the relative importance of trans-
portation problems, illuminate trade-offs, and evalu-
ate transportation alternatives.

SPRAWL AND QUALITY-OF-LIFE
IMPACTS

Measuring Quality of Life

Quality of life is difficult to measure empirically.
Usually a “places-rated scheme” is selected to pro-
file communities relative to quality of life because
people can come to some level of agreement about it.
Significant research must be commissioned to mea-
sure quality of life in an area and then determine, under
a controlled-growth regimen of intracounty and in-
tercounty movement, whether quality of life has changed
for new residents under this scenario.
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Relationship between Housing Cost
and Distance of Residence from
the Center of an MSA

This relationship should be studied with greater rigor
to determine whether moving out from the center
(thereby increasing sprawl) confers the benefit of
lower housing costs upon residents who make such
moves. This can be done through a hedonic regres-
sion analysis of individual housing prices as the de-
pendent variable. Distance from the MSA center, other
locational traits, specific housing unit characteristics,
and additional relevant variables likely to affect hous-
ing prices could be used as the independent variables.
Some of these variables may be obtained from Ameri-
can Housing Survey data. It would be desirable if the
sample set included housing units in multiple MSAs;
separate samples could be developed for a number
of MSAs.

Relationships between Distance
from MSA Center and (1) Lot Sizes
and (2) Housing Floor Areas

There is very little clear evidence about whether two
alleged benefits of sprawl—larger lot sizes and larger
housing sizes farther from the center of an MSA—
actually exist, or to what degree they exist in relation
to distance from the center. Nor is there any way to
quantify the value of these benefits if they do exist. It
would be desirable to research the relationship be-
tween the distance of housing units from the center
of the MSA and these two key variables. If data on
lot size, housing unit size, and distance from the cen-
ter of the MSA are available for a large sample of
housing units, along with data on other relevant traits
of the housing units concerned, such an analysis could
be carried out.

The Personal Costs of Sprawl

A comparative framework demonstrating the personal
costs (health and wealth) of sprawl versus the capi-
tal-accumulating advantages of housing in more dis-
tant locations should be developed. Is there any evi-
dence that strip development landscapes or long
commutes have impacts on mental health? Does the
lack of exercise associated with commuting by auto-
mobile impact equally on physical health? Do rural
house price increases constitute a significant purchase
price advantage in the region? If so, people will con-
tinue to move outward to take advantage of this real-

ity. Studies should be conducted to determine how
emotional fatigue and physical health are related to
trip length, and also how comparative resale price
increases relate to distance from the central core.

The Effectiveness of Community
Development Corporations in
Improving the Overall Economic
Standing of Their Communities
over Time

Private foundations, banks, other corporations, and
governments have poured billions of dollars into sup-
port for local community development corporations
(CDCs) carrying out specific projects designed to
improve the quality of life in their communities. Most
commonly these improvements entail the building of
new housing units or the rehabilitating of older hous-
ing units. However, it is not clear whether the long-
term impacts of these projects actually raise the overall
economic level of welfare in those communities. An
analysis of changes in overall neighborhood condi-
tions over extensive periods in areas where CDCs
have been very active would help determine whether
this strategy of “neighborhood enrichment” is actu-
ally working. David Rusk carried out a preliminary
analysis of this type and concluded that CDCs were
failing to lift their neighborhoods out of poverty or
deprived status (Rusk 1999). However, a broader and
more comprehensive empirical study of this issue would
provide critical guidance to urban policymakers.

SPRAWL AND SOCIAL IMPACTS

Urban Decline and Sprawl

Sprawl has not been linked conclusively to urban
decline, which can exist under both sprawl (subur-

C
ou

rt
es

y 
of

 C
. G

al
le

y



544

F U T U R E   R E S E A R C H   O N   S P R A W L

ban neighborhoods and urban centers) and nonsprawl
(several of New York City’s boroughs) conditions.
Significant investigation into the causes of urban de-
cline (crime, poor schools, high taxes, low housing
resale values) and their linkages to sprawl should be
undertaken. To examine the relationship between ur-
ban decline and sprawl more fully, it would be desir-
able to test more variables against urban decline than
are used in the current study. Some of the variables
that could be used are

• School dropout rates in central cities.
• School test scores, if some overall measure of

in-city test scores is available.
• The ratio of total housing units built in the MSA’s

suburbs (or the entire MSA if suburban breakouts
are not available) for the period 1980 to 1990 to
the increased number of households in the MSA
for the period 1980 to 1990. The hypothesis
would be that a high ratio would create “housing
surpluses” in the overall MSA, drawing house-
holds out of the central city into the suburbs and
contributing to central-city urban decline.

Economic Segregation and
Socioeconomic Homogeneity in
Suburban Communities

Exclusionary zoning by suburban communities is a
basic feature of the American metropolitan develop-
ment process with serious negative consequences for
central cities. How widespread and severe such ex-
clusion is has not been accurately measured in many
MSAs. Measuring the degree and extent of the re-
sulting economic segregation and socioeconomic
homogeneity in suburbs in a number of MSAs with
basically different traits (such as geographic region,
physical size, levels of annexation, total population,
ethnic composition, and income levels) would pro-

vide evidence about how pervasive and potentially
important these traits really are.

Outreach/Participatory Techniques
to Engage All Groups

All revitalization efforts in areas of human habitation
and use ultimately are locally based and implemented.
If local people do not actively support and partici-
pate in the design and implementation of neighbor-
hood revitalization, possibilities for successful out-
comes of these efforts at sprawl amelioration are
seriously jeopardized. Local priorities and concerns
must be integrated into revitalization objectives for
successful program implementation. In addition,
project stakeholders and decision makers do not al-
ways know how to collect and/or use socioeconomic
information to support revitalization projects or to
design and/or implement alternative plans. Outreach/
training efforts are required to assist both groups. The
tools of community participation must be reworked
to ensure all stakeholders are involved and that com-
munities of color and poverty are aware of the changes
that could affect them as a result of smart growth.
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Use of Infill Sites to Accommodate
Future Development

The possibility of using infill development to accom-
modate future growth in an MSA depends in part upon
the existing availability of vacant sites closer to the
center of the MSA than the edges of its contiguously
settled areas. At present, there is little reliable infor-
mation about the amount of infill land suitable for
future development in each MSA. Empirical research
measuring amounts of developable land for a large
sample of MSAs would be helpful in estimating both
the possibility of using such sites to accommodate
future growth and the potential benefit of sprawl in
creating such sites. This would require detailed sur-
veys of vacant land in different metropolitan areas.

The Impacts of Revitalization Efforts
on Existing Residents

Inner-area revitalization as a curative measure to
sprawl will result in a wide array of benefits and costs.
Some of the costs may translate into potentially ad-
verse physical, social, and economic effects. In addi-
tion, the beneficial and adverse effects of revitaliza-

tion may have disproportionate impacts on minority
and low-income populations. The proposed research
would: (1) identify minority and low-income popu-
lations potentially affected by revitalization associ-
ated with antisprawl initiatives; (2) assess potential
beneficial and adverse physical, social, and economic
effects on these vulnerable groups; and (3) develop
and implement a revitalization strategy to maximize
beneficial effects and minimize and mitigate nega-
tive effects.

Impacts of Regional Urban Growth
Boundaries on Housing Prices

The use of regional urban growth boundaries (UGBs)
has become controversial because those opposed to
them claim that they tend to raise housing prices within
the boundaries. Further research needs to be carried
out to verify whether this is indeed the case. A recent
analysis of home prices in the Portland region as well
as several other western regions shows that the me-
dian price of homes sold in Portland (which has a
growth boundary) rose faster than the median price
in the other western regions. It is difficult to empiri-
cally analyze this issue because no other region ex-
cept Lexington, Kentucky, has a strong UGB that has
been in place long enough to have had any signifi-
cant impact, making it hard to isolate the impact of
the UGB from the impacts of other factors.

SPRAWL AND PUBLIC CHOICE

Does the Consumer Really Prefer
the Suburban Lifestyle?

One often hears that consumers have spoken and their
primary demand is for a house in the suburbs with a
two-car garage. How much choice have consumers
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been given? What is the true nature of the factors that
seem to coalesce into a preference for the urban
fringe? Is the recent rediscovery of close-in subur-
ban centers an indication of a different trend in the
future? Can research efforts such as Visual Prefer-
ence Surveys be used to better articulate or amend
the “American Dream”?

GOVERNMENT STRUCTURE AND
POLICIES

The Impact of Tax Policies on
Sprawl

How important is the ratable chase in fostering
sprawl? Researchers have noted the perverse impact
of municipal tax policies, which tend to pit one local
government against the other. These policies may also
tend to promote sprawling development patterns as
one community competes with its neighbors for the
next large shopping mall or big box store. Additional
research must investigate the extent to which local
property or sales tax policies act as a catalyst for
sprawl.

The Impact of Other Government
Policies on Sprawl

A GAO report concludes that there has not been a
sustained public subsidization of outward develop-
ment in the United States, that government policies
such as FHA and VA single-family mortgages, income
tax deductions of mortgage interest, Interstate High-
way System financing, state and county road subsi-
dies, and inexpensive automobile fuel have not sub-
sidized the suburbs as opposed to urban areas. The
conclusions of this widely circulated report need to
be examined and analyzed (GAO 1999).

Government Structure and Land
Development

It is often said that the region will not change be-
cause there is no zoning or land-use power at state or
regional levels and local governments are too inter-
ested in their own futures to do anything collectively
for the region. One of the frequent “excuses” for the
failure to deal with sprawl is that the local govern-
ment structure is unable to act in the region’s best
interest. To what extent is this excuse valid? What
types of relationships must exist between local, re-
gional, state, and federal governments for there to be
a regionally useful outcome from a local land-use
decision?

SPRAWL AND PRIVATE-SECTOR
ACTIVITIES

The Role of Corporate Location
Decisions

The role of the private sector is often not considered
in analyses of sprawl. It is blamed on the government
(federal, state, or local). What about the private sec-
tor, specifically corporate relocation policies that
abandon perfectly acceptable development locations
in favor of communities in the same or different re-
gions that will grant long-term tax concessions? Re-
search should be undertaken on corporate/government
location decisions and their relationship to smart
growth and transportation. Whereas the impact of
targeting new public employment on the revitaliza-
tion of neighborhoods has been acknowledged, the
effects of corporate decision making on industrial
relocation and community downturn continue to be
ignored. Corporations in the United States are free to
relocate at will even though their current site may
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contain infrastructure put in place specifically for
them. Should this policy continue?

The Market as a Cure for Sprawl

The market is also ignored in analyses of the causes
and cures of sprawl. If the market creates sprawl,
shouldn’t it be able to cure it as well? Research is
needed to assess what pricing mechanisms might limit
or even redirect sprawl. The political obstacles to
implementing such pricing strategies must be identi-
fied and steps taken to overcome these obstacles. If
congestion can be successfully lessened through con-
gestion pricing, what level of price increase is going
to work? Who would be impacted by the pricing
change and what is their financial capacity to accept
this change? Who would object to the use of this tech-
nique, and how formidable would their objection be?
The cost of limiting or curing sprawl must be estab-
lished and evaluated.

NEW TOOLS FOR SPRAWL
CONTROL

Repairing Sprawl

The ability to react to sprawl is very limited. Given
the ubiquity of sprawling development patterns
throughout the United States, what tools are required
to deal with its effects? What can be done with the
millions of acres of suburban residential and com-
mercial development passed over in the quest for more
development farther out? What techniques of urban
revitalization could be used to address common re-
use situations and problems?

Creating a Growth-Management
Handbook

How thick is the growth-management handbook as it
exists today? Answer: not very thick at all. This type
of best-practices manual has to be increased tenfold
in size; furthermore, most techniques are not sorted
by problem. Tools for attacking sprawl growth (park-
ing ratios, location-efficient mortgages, automobile
insurance costs related to miles traveled, mixed-used
zoning) must be cataloged and their effectiveness and
potential in different environments and at different
levels of sprawl evaluated.

BENEFITS OF SPRAWL

Measuring the Benefits of Sprawl

The study’s conclusion is that many of the benefits of
sprawl (1) are hard to measure, (2) lack clear causal
connections to sprawl, and (3) probably cause or are
associated with offsetting negative effects. Benefits
of sprawl merit significant investigation; their poten-
tial link to a second round of costs, if any, also needs
to be further researched.

CRITERIA FOR RATING
RESEARCH SUGGESTIONS

One way to sift through the above suggestions is to
rate them according to criteria related to importance
and ease of implementation. Each of the previously
discussed research agenda items in this chapter is
given a score of 9, 6, or 3, depending upon how they
rate on the following three evaluation characteristics:
societal importance, conceptual difficulty, and prac-
tical costs. These characteristics are based on the fol-
lowing criteria:

• Importance in determining sprawl-related poli-
cies. Possible degrees of importance can be rated
high, moderate, or low.

• Difficulty of executing conceptually. The con-
ceptual difficulty of carrying out each research
project could be rated as relatively easy because
data are at least theoretically available, moder-
ately hard because data are difficult to get, or
very difficult because required data cannot be
produced.

• Practical costs of executing. The practical cost
of carrying out each research project could be
rated as less expensive, moderately costly, or very
expensive.

In Table 16.1, which follows, these criteria have been
applied to the suggested research projects described
herein using ratings for each of the evaluation char-
acteristics. These ratings, while admittedly based on
limited experience and subjective views, ultimately
produce a listing of the 10 to 12 most important, easi-
est, and least expensive research projects to imple-
ment (see shaded areas).
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Ratings for Each of Three Criteria of Feasibility

Research Projects
Societal

Importance
Conceptual
Difficulty

Practical
Costs

Total
Points Priority

Defining and Measuring Sprawl

Classification system for counties Low (3)
Moderately

Hard (6)
Less

Expensive (9) 18 3

Population and employment demand Moderate (6)
Moderately

Hard (6)
Very

Expensive (3) 15 3

A microdefinition of sprawl involving types of
growth High (9)

Moderately
Hard (6)

Moderately
Costly (6) 21 2

A microdefinition of sprawl involving land-use
patterns High (9) Easy (9)

Moderately
Costly (6) 24 1

A microdefinition of sprawl involving walking,
biking, and transit High (9)

Moderately
Hard (6)

Moderately
Costly (6) 21 2

Growth and Sprawl

Develop an appropriate economic model of sprawl High (9)
Very

Difficult (3)
Very

Expensive (3) 15 3

Market trends: How do they support and/or
counteract sprawl? Moderate (6)

Moderately
Hard (6)

Moderately
Costly (6) 18 2

Developable Agricultural and Environmentally
Fragile Land Impacts

Development and land conversion Moderate (6) Easy (9)
Less

Expensive (9) 24 1

Identify and map prime agricultural land Moderate (6) Easy (9)
Less

Expensive (9) 24 1

Isolating fragile land Moderate (6)
Moderately

Hard (6)
Moderately
Costly (6) 18 2

Land preservation and property rights High (9) Easy (9)
Less

Expensive (9) 27 1

GIS overlays for sensitive lands sprawl research Moderate (6)
Moderately

Hard (6)
Very

Expensive (3) 15 3

Sprawl and Infrastructure Impacts

A fact book on development costs Moderate (6) Easy (9)
Less

Expensive (9) 24 1

Water and sewer laterals versus compact
development Low (3) Easy (9)

Less
Expensive (9) 21 2

Sprawl and Transportation Impacts
Relationship between commuting times and
distance of residential areas from the MSA center Moderate (6)

Moderately
Hard (6)

Moderately
Costly (6) 18 3

Induced travel and sprawl High (9)
Very

Difficult (3)
Moderately
Costly (6) 18 3

Regional versus local scale Low (3) Easy (9)
Moderately
Costly (6) 24 1

The costs and benefits of transportation
improvements Moderate (6)

Very
Difficult (3)

Moderately
Costly (6) 15 3

The Rutgers Model on road costs Low (3) Easy (9)
Less

Expensive (9) 21 2

What type of transit makes sense and when is it
called for? High (9)

Moderately
Hard (6)

Moderately
Costly (6) 21 2

Impacts of light-rail systems on traffic congestion Moderate (6)
Very

Difficult (3)
Moderately
Costly (6) 15 3

Correctly pricing transportation High (9)
Moderately

Hard (6)
Moderately
Costly (6) 21 2

Table 16.1
Required Future Research on Sprawl and Its Impacts

Continued on next page
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Ratings for Each of Three Criteria of Feasibility

Research Projects
Societal

Importance
Conceptual
Difficulty

Practical
Costs

Total
Points Priority

Sprawl and Quality-of-Life Impacts

Measuring quality of life High (9)
Very

Difficult (3)
Moderately
Costly (6) 18 2

Relationship between housing costs and distance of
residence from the center of an MSA Moderate (6) Easy (9)

Less
Expensive (9) 24 1

Relationship between distance from MSA center
and lot sizes and housing floor area Low (3) Easy (9)

Less
Expensive (9) 21 2

The personal costs of sprawl High (9)
Very

Difficult (3)
Moderately
Costly (6) 18 3

The effectiveness of community development
corporations in improving the overall economic
standing of their communities over time High (9)

Very
Difficult (3)

Very
Expensive (3) 15 3

Sprawl and Social Impacts

Urban decline and sprawl High (9)
Moderately

Hard (6)
Moderately
Costly (6) 21 2

Economic segregation and socioeconomic
homogeneity in suburban communities High (9)

Moderately
Hard (6)

Moderately
Costly (6) 21 2

Outreach/participatory techniques to engage all
groups High (9) Easy (9)

Moderately
Costly (6) 24 1

Use of in-fill sites to accommodate future
development Moderate (6) Easy (9)

Very
Expensive (3) 18 3

The impacts of revitalization efforts on existing
residents High (9)

Moderately
Hard (6)

Moderately
Costly (6) 21 2

Impacts of regional urban growth boundaries on
housing prices High (9)

Moderately
Hard (6)

Moderately
Costly (6) 21 2

Sprawl and Public Choice
Does the consumer really prefer the suburban
lifestyle? High (9) Easy (9)

Moderately
Costly (6) 24 1

Government Structure and Policies

The impact of tax policies on sprawl Moderate (6) Easy (9)
Moderately
Costly (6) 21 2

The impact of other government policies on sprawl Low (3)
Very

Difficult (3)
Moderately
Costly (6) 12 4

Government structure and land development Moderate (6)
Moderately

Hard (6)
Moderately
Costly (6) 18 3

Sprawl and Private-Sector Activities

The role of corporate location decisions High (9)
Moderately

Hard (6)
Moderately
Costly (6) 21 2

The market as a cure for sprawl High (9) Easy (9)
Moderately
Costly (6) 24 1

New Tools for Sprawl Control

Repairing sprawl Moderate (6)
Moderately

Hard (6)
Moderately
Costly (6) 18 3

Creating a growth-management handbook Moderate (6) Easy (9)
Less

Expensive (9) 24 1

Benefits of sprawl

Measuring the benefits of sprawl High (9)
Very

Difficult (3)
Very

Expensive (3) 15 3

Source: Center for Urban Policy Research, Rutgers University

Table 16.1—Continued
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For example, one of the proposed research agenda
items, identifying prime agricultural land, if viewed
as having moderate societal importance, would be
given a 6; if viewed as conceptually easy to investi-
gate, would be given a 9; and if viewed as relatively
inexpensive to undertake, would also be given a 9.
The total score for this research agenda item would
be 24, which would place it in priority 1, the highest
research category based on these criteria. Research
priority categories are set relative to score as follows:

Priority 1: Three highest ratings; two high ratings and
one middle rating—score of 27 or 24.

Priority 2: One highest rating and two middle rat-
ings—score of 21.

Priority 3: One high rating, one middle rating, and
one low rating; two middle ratings and one low rat-
ing; two low ratings and one high rating; or three
middle ratings—score of 15 or 18.

Priority 4: Three low ratings; two low ratings and
one middle rating—score of 9 or 12.

Of these approximately 40 suggested future research
tasks, about one-quarter, or eleven, have the highest
possible score for societal importance, ease of
conceptualization, and low practical costs. They are:

Defining and Measuring Sprawl. (1) Create a
microdefinition of sprawl involving land-use patterns.

Land Conversion Aspects of Sprawl. (2) Determine
average land conversion per capita or per household
in the United States and use that figure to view the
effects of growth on various inventories of critical
lands. (3) Define or map prime agricultural land us-
ing soils or other criteria. (4) Determine at what per-
centage of market price a taking is initiated for vari-
ous categories of privately held land.

Sprawl and Infrastructure Impacts. (5) Provide a fact
book on multipliers relative to value on the capital
costs of development for various types of land uses.

Sprawl and Transportation Impacts. (6) Undertake
research to better understand the separate and inter-
twined impacts of regional, community, and neigh-
borhood structure on travel behavior.

Sprawl and Quality-of-Life Impacts. (7) Determine
a quantitative relationship between housing costs and
distance from the center of a metropolitan area.

Sprawl and Social Impacts. (8) Prepare an outreach
guide identifying best practices for engaging com-
munity groups.

Sprawl and Public Choice. (9) Determine the extent
of consumer preference for sprawl development and
its effects.

Sprawl and Private-Sector Activities. (10) Determine
ways that the market could be redirected to support
nonsprawl development patterns.
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New Tools for Sprawl Control. (11) Prepare a smart-
growth handbook keyed to the context of development.

CONCLUSION

The realities of sprawl and its impacts have been re-
searched to a significant extent in this report. Addi-
tional research is certainly called for. What has been
provided here is a catalog of research projects that

are both important and relatively easy to carry out.
That does not mean that other, more difficult research
should not be initiated. Clearly, research on the ben-
efits of sprawl is underrepresented in the literature.
Additional studies must be undertaken on the rela-
tionship between sprawl and quality of life and sprawl
and urban decline. A better definition of sprawl must
be found; so too must a more encompassing sprawl
index emerge. These topics are all ripe for future in-
vestigation.
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ALASKA

Northwest Arctic Borough, AK (02188)
   Kobuk, AK (02140)
Remainder of Alaska, AK (02999)
   Aleutian Islands, AK (02010)
   Aleutian Islands East Borough, AK

(02013)
   Aleutian Islands West Census Area, AK

(02016)
   Bethel Census Area, AK (02050)
   Denali Borough, AK (02068)
   Dillingham Census Area, AK (02070)
   Haines Borough, AK (02100)
   Kenai Peninsula Borough, AK (02122)
   Lake and Peninsula Borough, AK (02164)
   North Slope Borough, AK (02185)
   Prince of Wales-Outer Ketchikan, AK

(02201)
   Sitka Borough, AK (02220)
   Skagway-Yukatat-Angoon, AK (02231)
   Skagway-Hoonah-Angoon Census Area,

AK (02232)
   Southeast Fairbanks Census Area, AK

(02240)
   Valdez-Cordova Census Area, AK

(02261)
   Wrangell-Petersburg Census Area, AK

(02280)
   Yakutat Borough, AK (02282)
   Yukon-Koyukuk, AK (02290)

ARIZONA

Yuma + La Paz, AZ (04027)
   La Paz, AZ (04012)
   Yuma, AZ (04027)

HAWAII

Maui + Kalawao, HI (15901)
   Kalawao, HI (15005)
   Maui, HI (15009)

IDAHO

Fremont, ID (16043)
   Fremont, ID (16043)
   Yellowstone Park, ID (none)

MONTANA

Park (incl. Yellowstone Park), MT
(30901)
   Park, MT (30067)
   Yellowstone Park, MT (30113)

NEW MEXICO

Valencia + Cibola, NM (35061)
   Cibola, NM (35006)
   Valencia, NM (35061)

VIRGINIA

Albemarle + Charlottesville, VA (51901)
   Albemarle, VA (51003)
   Charlottesville City, VA (51540)
Alleghany + Clifton Forge + Covington,
VA (51903)
   Alleghany, VA (51005)
   Clifton Forge City, VA (51560)
   Covington City, VA (51580)
Augusta + Staunton + Waynesboro, VA
(51907)
   Augusta, VA (51015)
   Staunton City, VA (51790)
   Waynesboro City, VA (51820)
Bedford + Bedford City, VA (51909)
   Bedford, VA (51019)
   Bedford City, VA (51515)
Campbell + Lynchburg, VA (51911)
   Campbell, VA (51031)
   Lynchburg City, VA (51680)
Carroll + Galax, VA (51913)
   Carroll, VA (51035)
   Galax City, VA (51640)
Dinwiddie + Colonial Heights +
Petersburg, VA (51918)
   Dinwiddie, VA (51053)
   Colonial Heights City, VA (51570)
   Petersburg City, VA (51730)
Fairfax + Fairfax City + Falls Church
City, VA (51919)
   Fairfax, VA (51059)
   Fairfax City, VA (51600)
   Falls Church City, VA (51610)
Frederick + Winchester, VA (51921)
   Frederick, VA (51069)
   Winchester City, VA (51840)
Greensville + Emporia, VA (51923)
   Greensville, VA (51081)
   Emporia City, VA (51595)
Halifax + South Boston, VA (51925)
   Halifax, VA (51083)
   South Boston City, VA (51780)
Henry + Martinsville, VA (51929)
   Henry, VA (51089)
   Martinsville City, VA (51690)

James City + Williamsburg, VA (51931)
   James City County, VA (51095)
   Williamsburg City, VA (51830)
Montgomery + Radford, VA (51933)
   Montgomery, VA (51121)
   Radford City, VA (51750)
Pittsylvania + Danville, VA (51939)
   Pittsylvania, VA (51143)
   Danville City, VA (51590)
Prince George + Hopewell, VA (51941)
   Prince George, VA (51149)
   Hopewell City, VA (51670)
Prince William + Manassas + Manassas
Park, VA (51942)
   Prince William, VA (51153)
   Manassas City, VA (51683)
   Manassas Park City, VA (51685)
Roanoke + Salem, VA (51944)
   Roanoke, VA (51161)
   Salem City, VA (51775)
Rockbridge + Buena Vista + Lexington,
VA (51945)
   Rockbridge, VA (51163)
   Buena Vista City, VA (51530)
   Lexington City, VA (51678)
Rockingham + Harrisonburg, VA (51947)
   Rockingham, VA (51165)
   Harrisonburg City, VA (51660)
Southampton + Franklin, VA (51949)
   Southampton, VA (51175)
   Franklin City, VA (51620)
Spotsylvania + Fredericksburg, VA
(51951)
   Spotsylvania, VA (51177)
   Fredericksburg City, VA (51630)
Washington + Bristol, VA (51953)
   Washington, VA (51191)
   Bristol City, VA (51520)
Wise + Norton, VA (51955)
   Wise, VA (51195)
   Norton City, VA (51720)
York + Poquoson, VA (51958)
   York, VA (51199)
   Poquoson City, VA (51735)

WISCONSIN

Shawano (includes Menominee), WI
(55901)
   Menominee, WI (55078)
   Shawano, WI (55115)

Source: Woods & Poole (1998)

1 Federal Information Processing Standards (FIPS) codes are defined by the National Institute of Standards and Technology
to give numeric “names” to geographic areas such as counties and are provided in the parentheses.

Appendix A
Special County Definitions1
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Code Name Code Name

1 Bangor, ME 44 Knoxville, TN

2 Portland, ME 45 Johnson City-Kingsport-Bristol, TN-VA

3 Boston-Worcester-Lawrence-Lowell-Brockton, MA-
NH-RI-VT

46 Hickory-Morganton, NC-TN

4 Burlington, VT-NY 47 Lexington, KY-TN-VA-WV

5 Albany-Schenectady-Troy, NY 48 Charleston, WV-KY-OH

6 Syracuse, NY-PA 49 Cincinnati-Hamilton, OH-KY-IN

7 Rochester, NY-PA 50 Dayton-Springfield, OH

8 Buffalo-Niagara Falls, NY-PA 51 Columbus, OH

9 State College, PA 52 Wheeling, WV-OH

10 New York-Northern New Jersey-Long Island, NY-
NJ-CT-PA-MA-VT

53 Pittsburgh, PA-WV

11 Harrisburg-Lebanon-Carlisle, PA 54 Erie, PA

12 Philadelphia-Wilmington-Atlantic City, PA-NJ-DE-
MD

55 Cleveland-Akron, OH-PA

13 Washington-Baltimore, DC-MD-VA-WV-PA 56 Toledo, OH

14 Salisbury, MD-DE-VA 57 Detroit-Ann Arbor-Flint, MI

15 Richmond-Petersburg, VA 58 Northern Michigan, MI

16 Staunton, VA-WV 59 Green Bay, WI-MI

17 Roanoke, VA-NC-WV 60 Appleton-Oshkosh-Neenah, WI

18 Greensboro-Winston-Salem-High Point, NC-VA 61 Traverse City, MI

19 Raleigh-Durham-Chapel Hill, NC 62 Grand Rapids-Muskegon-Holland, MI

20 Norfolk-Virginia Beach-Newport News, VA-NC 63 Milwaukee-Racine, WI

21 Greenville, NC 64 Chicago-Gary-Kenosha, IL-IN-WI

22 Fayetteville, NC 65 Elkhart-Goshen, IN-MI

23 Charlotte-Gastonia-Rock Hill, NC-SC 66 Fort Wayne, IN

24 Columbia, SC 67 Indianapolis, IN-IL

25 Wilmington, NC-SC 68 Champaign-Urbana, IL

26 Charleston-North Charleston, SC 69 Evansville-Henderson, IN-KY-IL

27 Augusta-Aiken, GA-SC 70 Louisville, KY-IN

28 Savannah, GA-SC 71 Nashville, TN-KY

29 Jacksonville, FL-GA 72 Paducah, KY-IL

30 Orlando, FL 73 Memphis, TN-AR-MS-KY

31 Miami-Fort Lauderdale, FL 74 Huntsville, AL-TN

32 Fort Myers-Cape Coral, FL 75 Tupelo, MS-AL-TN

33 Sarasota-Bradenton, FL 76 Greenville, MS

34 Tampa-St. Petersburg-Clearwater, FL 77 Jackson, MS-AL-LA

35 Tallahassee, FL-GA 78 Birmingham, AL

36 Dothan, AL-FL-GA 79 Montgomery, AL

37 Albany, GA 80 Mobile, AL

38 Macon, GA 81 Pensacola, FL

39 Columbus, GA-AL 82 Biloxi-Gulfport-Pascagoula, MS

40 Atlanta, GA-AL-NC 83 New Orleans, LA-MS

41 Greenville-Spartanburg-Anderson, SC-NC 84 Baton Rouge, LA-MS

42 Asheville, NC 85 Lafayette, LA

43 Chattanooga, TN-GA 86 Lake Charles, LA

Appendix B
Numeric Codes and Names for EAs
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Code Name Code Name

87 Beaumont-Port Arthur, TX 130 Austin-San Marcos, TX

88 Shreveport-Bossier City, LA-AR 131 Houston-Galveston-Brazoria, TX

89 Monroe, LA 132 Corpus Christi, TX

90 Little Rock-North Little Rock, AR 133 McAllen-Edinburg-Mission, TX

91 Fort Smith, AR-OK 134 San Antonio, TX

92 Fayetteville-Springdale-Rogers, AR-MO-OK 135 Odessa-Midland, TX

93 Joplin, MO-KS-OK 136 Hobbs, NM-TX

94 Springfield, MO 137 Lubbock, TX

95 Jonesboro, AR-MO 138 Amarillo, TX-NM

96 St. Louis, MO-IL 139 Santa Fe, NM

97 Springfield, IL-MO 140 Pueblo, CO-NM

98 Columbia, MO 141 Denver-Boulder-Greeley, CO-KS-NE

99 Kansas City, MO-KS 142 Scottsbluff, NE-WY

100 Des Moines, IA-IL-MO 143 Casper, WY-ID-UT

101 Peoria-Pekin, IL 144 Billings, MT-WY

102 Davenport-Moline-Rock Island, IA-IL 145 Great Falls, MT

103 Cedar Rapids, IA 146 Missoula, MT

104 Madison, WI-IL-IA 147 Spokane, WA-ID

105 La Crosse, WI-MN 148 Idaho Falls, ID-WY
106 Rochester, MN-IA-WI 149 Twin Falls, ID

107 Minneapolis-St. Paul, MN-WI-IA 150 Boise City, ID-OR

108 Wausau, WI 151 Reno, NV-CA

109 Duluth-Superior, MN-WI 152 Salt Lake City-Ogden, UT-ID

110 Grand Forks, ND-MN 153 Las Vegas, NV-AZ-UT

111 Minot, ND 154 Flagstaff, AZ-UT

112 Bismarck, ND-MT-SD 155 Farmington, NM-CO

113 Fargo-Moorhead, ND-MN 156 Albuquerque, NM-AZ

114 Aberdeen, SD 157 El Paso, TX-NM

115 Rapid City, SD-MT-NE-ND 158 Phoenix-Mesa, AZ-NM

116 Sioux Falls, SD-IA-MN-NE 159 Tucson, AZ

117 Sioux City, IA-NE-SD 160 Los Angeles-Riverside-Orange, CA-AZ

118 Omaha, NE-IA-MO 161 San Diego, CA

119 Lincoln, NE 162 Fresno, CA

120 Grand Island, NE 163 San Francisco-Oakland-San Jose, CA

121 North Platte, NE-CO 164 Sacramento-Yolo, CA

122 Wichita, KS-OK 165 Redding, CA-OR

123 Topeka, KS 166 Eugene-Springfield, OR-CA

124 Tulsa, OK-KS 167 Portland-Salem, OR-WA

125 Oklahoma City, OK 168 Pendleton, OR-WA

126 Western Oklahoma, OK 169 Richland-Kennewick-Pasco, WA

127 Dallas-Fort Worth, TX-AR-OK 170 Seattle-Tacoma-Bremerton, WA

128 Abilene, TX 171 Anchorage, AK

129 San Angelo, TX 172 Honolulu, HI

Source: Survey of Current Business (February 1995).
Note: Codes are assigned beginning with 1 in northern Maine, continuing south to Florida, then north to the Great Lakes, and continuing in a
serpentine pattern to the West Coast. Except for the Western Oklahoma EA (126), the Northern Michigan EA (58), and the 17 EAs mainly
corresponding to CMSAs, each EA is named for the metropolitan area or city that is the node of its largest CEA and that is usually, but not
always, the largest metropolitan area or city in the EA. The name of each EA includes each state that contains counties in that EA.
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Households (%) Employment (%) Households (%) Employment (%)

EA 1980–2000 2000–2025 1980–2000 2000–2025 EA 1980–2000 2000–2025 1980–2000 2000–2025

1 1.72 1.04 2.35 1.32 46 1.78 1.02 2.89 1.27
2 1.91 1.13 3.10 1.32 47 1.33 0.96 2.29 1.29

3 1.94 1.04 2.55 1.32 48 1.36 1.04 2.03 1.32
4 2.31 1.52 2.81 1.37 49 2.26 1.65 3.18 1.48
5 1.36 1.04 2.06 1.32 50 1.36 1.04 2.36 1.32

6 1.36 1.04 2.03 1.32 51 1.33 1.29 2.10 1.38
7 1.36 1.04 2.03 1.32 52 1.36 1.04 2.03 1.32

8 1.36 1.04 2.03 1.32 53 1.36 1.04 2.03 1.32
9 1.36 1.04 2.03 1.16 54 1.36 1.04 2.03 1.32
10 1.43 1.04 2.19 1.32 55 1.36 1.04 2.02 1.34

11 1.69 1.04 2.60 1.32 56 1.36 1.04 2.03 1.32

12 1.88 1.03 2.83 1.32 57 1.38 1.04 3.61 1.39
13 2.43 1.26 3.17 1.97 58 2.66 2.34 4.70 1.80
14 2.43 1.36 2.67 1.28 59 1.36 1.04 1.81 1.48

15 2.67 1.54 3.67 1.46 60 1.79 1.02 2.73 1.32

16 1.36 1.04 2.03 1.32 61 2.59 1.74 4.54 1.70
17 1.63 1.04 2.03 1.32 62 1.61 1.59 3.36 1.55
18 1.96 1.05 2.63 1.35 63 1.59 1.21 3.12 1.32

19 2.62 1.83 2.92 1.72 64 1.69 1.28 2.02 1.42
20 3.35 1.68 4.48 1.42 65 1.36 1.01 3.06 1.20

21 2.08 1.19 2.33 1.39 66 1.36 1.04 3.43 1.32

22 1.87 1.09 2.26 1.30 67 1.27 1.52 2.90 1.32
23 2.42 1.04 2.60 1.32 68 1.36 1.04 2.03 1.32
24 1.78 1.56 1.65 1.30 69 1.36 1.04 2.03 1.32

25 4.09 2.09 4.07 1.78 70 1.86 0.75 3.00 1.56

26 3.67 2.46 3.67 2.00 71 2.14 1.65 3.27 1.55
27 1.53 1.20 2.03 1.25 72 1.36 1.26 1.89 1.35

28 5.24 1.61 2.91 1.60 73 1.36 0.96 2.31 1.37
29 3.69 2.26 4.48 2.38 74 1.94 1.59 3.90 1.58
30 5.99 2.87 6.90 2.94 75 1.36 1.04 2.03 1.32

31 4.71 2.05 4.90 2.32 76 1.36 1.04 2.03 1.32
32 6.96 2.38 2.03 2.75 77 1.36 1.04 2.03 1.32
33 4.56 3.26 8.43 3.14 78 1.69 1.78 3.09 1.57

34 5.77 3.53 6.85 3.61 79 1.09 1.11 2.03 1.41
35 1.61 1.02 3.82 1.98 80 1.36 1.04 2.03 1.32

36 1.34 1.23 2.31 1.69 81 4.83 3.64 5.58 2.81
37 1.32 1.04 1.91 1.32 82 2.90 2.34 2.44 2.64

38 1.51 1.04 2.06 1.31 83 2.47 1.09 2.32 1.54
39 1.45 1.06 2.67 1.76 84 1.53 1.47 2.76 1.90
40 4.30 2.21 5.04 1.97 85 1.44 1.04 2.03 1.32

41 2.00 0.96 2.15 1.32 86 1.36 1.04 2.03 1.32

42 1.81 1.58 2.73 1.59 87 1.36 1.18 2.03 1.51
43 1.80 1.76 3.43 1.77 88 1.36 1.04 2.03 1.32

44 2.34 2.07 3.30 2.09 89 1.36 1.04 2.03 1.32
45 1.36 1.04 2.03 1.32 90 1.50 1.07 2.93 1.64

Appendix C
Growth Rate Threshold Values Defining Significant Sprawl for EAs
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Households (%) Employment (%) Households (%) Employment (%)

EA 1980–2000 2000–2025 1980–2000 2000–2025 EA 1980–2000 2000–2025 1980–2000 2000–2025

91 1.36 1.04 2.90 1.36 136 1.36 1.04 2.03 1.32
92 2.74 2.08 4.56 2.33 137 1.36 1.04 2.03 1.32
93 1.36 1.04 2.76 1.32 138 1.36 1.04 2.03 1.32
94 2.15 1.48 3.50 1.64 139 2.79 2.02 3.90 2.47

95 1.36 1.04 2.03 1.63 140 1.36 1.04 2.03 1.32

96 1.36 1.04 2.28 1.32 141 3.97 2.51 5.19 2.11
97 1.36 1.04 2.03 1.32 142 1.36 1.04 2.03 1.32
98 1.36 1.04 1.70 1.32 143 1.36 1.13 2.03 1.33
99 1.36 1.04 2.03 1.32 144 1.36 1.04 2.03 0.82

100 1.36 1.04 2.03 1.32 145 1.36 1.04 2.03 1.32

101 1.36 1.04 2.03 1.32 146 2.26 1.05 3.65 1.65
102 1.36 1.04 2.03 1.32 147 2.19 1.41 2.38 1.52
103 1.36 1.04 2.03 1.38 148 1.61 1.83 2.99 2.19

104 1.24 0.97 2.41 1.11 149 1.36 1.04 2.03 1.32
105 1.36 1.04 2.03 1.32 150 2.44 1.38 3.01 1.49

106 1.36 0.86 2.03 1.32 151 4.31 2.51 4.09 2.40
107 1.60 1.55 3.26 1.59 152 2.35 2.34 3.62 2.61
108 1.36 1.66 2.42 1.77 153 8.04 2.85 6.61 3.16

109 1.36 0.59 2.03 1.36 154 3.81 3.14 6.19 2.91
110 1.36 1.04 2.03 1.12 155 1.36 1.04 2.03 1.37

111 1.36 1.04 2.03 1.32 156 3.21 3.11 4.56 2.78
112 1.36 1.04 2.03 1.32 157 2.86 2.00 2.71 2.06

113 1.36 1.04 2.03 1.44 158 3.54 2.90 3.89 2.52

114 1.36 1.04 2.03 1.32 159 4.35 2.32 3.78 2.06
115 1.36 1.20 1.53 1.53 160 3.52 1.51 4.56 2.21

116 1.36 1.04 2.03 1.28 161 2.62 2.45 3.07 2.65
117 1.36 1.04 1.70 1.32 162 2.72 2.07 2.89 2.40
118 1.36 1.04 2.03 1.32 163 2.49 1.53 3.31 1.59

119 1.36 1.04 2.03 1.31 164 4.03 2.02 5.58 2.33
120 1.36 1.04 2.03 1.32 165 2.52 0.68 1.79 1.11

121 1.36 1.04 2.03 1.32 166 2.06 2.44 2.10 2.20
122 1.36 1.04 2.03 1.32 167 2.01 2.37 2.89 2.07

123 1.36 1.04 2.03 1.38 168 1.36 1.04 2.03 1.32
124 1.36 1.00 1.84 1.35 169 1.95 1.40 2.21 1.26
125 1.11 0.82 1.39 1.09 170 3.72 2.86 4.40 2.44

126 1.36 1.04 2.03 1.32 171 3.45 1.69 3.38 1.86
127 2.21 1.00 2.66 1.32 172 4.21 3.22 4.05 2.46

128 1.36 1.04 2.03 1.32
129 1.40 1.04 2.03 1.32
130 5.14 2.12 6.54 2.09

131 2.35 1.38 2.73 1.34

132 1.36 1.04 2.03 1.32
133 5.05 2.82 4.86 2.22
134 4.14 2.24 3.89 2.23
135 0.42 1.04 2.03 1.32

Note: The average national growth rates are: 1.36 1.04 2.03 1.32

Source: Center for Urban Policy Research, Rutgers University.
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1990 Population 1990 Land Area (in Square Miles)

No. Urbanized Area Place Name
Central

City Outside Total
Central

City Outside Total

1 Akron, OH 223,019 304,844 527,863 62.2 194.9 257.1
2 Albany-Schenectady-Troy, NY 220,917 288,189 509,106 42.7 166.0 208.7
3 Albuquerque, NM 384,736 112,384 497,120 132.2 93.6 225.8
4 Allentown-Bethlehem-Easton, PA-NJ 202,794 207,642 410,436 41.3 100.8 142.1
5 Amarillo, TX 157,615 319 157,934 87.9 0.3 88.2

6 Anchorage, AK 226,338 0 226,338 1,697.6 0.0 1,697.6
7 Ann Arbor, MI 109,592 112,469 222,061 25.9 50.3 76.2
8 Antioch-Pittsburg, CA 109,759 44,009 153,768 30.5 31.0 61.5
9 Appleton-Neenah, WI 65,695 95,223 160,918 17.1 40.5 57.6

10 Atlanta, GA 394,017 1,763,789 2,157,806 131.8 1,004.9 1,136.7

11 Atlantic City, NJ 37,986 132,007 169,993 11.3 77.4 88.7
12 Augusta, GA-SC 44,639 241,899 286,538 19.7 169.2 188.9
13 Aurora, IL 99,581 92,462 192,043 33.5 49.6 83.1
14 Austin, TX 465,622 96,386 562,008 217.8 55.4 273.2
15 Bakersfield, CA 174,101 128,504 302,605 61.9 36.3 254.5

16 Baltimore, MD 736,014 1,153,859 1,889,873 80.8 511.7 592.5

17 Baton Rouge, LA 219,531 146,412 365,943 73.9 111.6 185.5
18 Biloxi-Gulfport, MS 87,094 92,549 179,643 42.2 86.7 128.9
19 Binghamton, NY 53,008 105,397 158,405 10.4 55.0 65.4
20 Birmingham, AL 265,968 356,106 622,074 148.5 250.3 398.8

21 Boise City, ID 125,738 42,203 167,941 46.1 25.4 71.5
22 Boston, MA 574,283 2,201,087 2,775,370 48.4 842.8 891.2
23 Bridgeport-Milford, CT 189,854 224,009 413,863 38.3 122.4 160.7
24 Brockton, MA 92,788 68,122 160,910 21.5 49.0 70.5
25 Buffalo-Niagara Falls, NY 389,963 564,369 954,332 54.7 230.8 285.5

26 Canton, OH 84,161 160,415 244,576 20.2 88.9 109.1
27 Charleston, SC 80,414 313,542 393,956 43.2 207.7 250.9
28 Charleston, WV 57,287 107,131 164,418 29.5 63.6 93.1
29 Charlotte, NC 395,934 59,663 455,597 174.3 67.4 241.7
30 Chattanooga, TN-GA 152,466 144,489 296,955 118.4 138.4 256.8

31 Chicago, IL-Northwestem Indiana 2,783,726 4,008,361 6,792,087 227.2 1,357.3 1,584.5
32 Cincinnati, OH-KY 364,040 848,635 1,212,675 77.2 434.5 511.7
33 Cleveland, OH 505,616 1,171,876 1,677,492 77.0 558.9 635.9
34 Colorado Springs, CO 280,995 71,994 352,989 127.8 48.7 176.5
35 Columbia, SC 98,052 230,297 328,349 117.1 81.8 198.9

36 Columbus, GA-AL 173,196 47,502 220,698 95.6 36.8 132.4
37 Columbus, OH 632,910 312,327 945,237 190.9 154.0 344.9
38 Corpus Christi, TX 257,453 12,553 270,006 135.0 20.5 155.5
39 Dallas-Fort Worth, TX 1,006,877 2,191,382 3,198,259 342.4 1,100.6 1,443.0
40 Davenport-Rock Island-Moline, IA-IL 95,333 168,685 264,018 61.4 84.6 146.0

41 Daytona Beach, FL 61,921 159,420 221,341 32.2 95.6 127.8
42 Dayton, OH 182,044 431,423 613,467 55.0 218.4 273.4
43 Denver, CO 467,610 1,050,367 1,517,977 153.3 305.5 458.8
44 Des Moines, IA 193,187 100,479 293,666 75.3 84.4 159.7
45 Detroit, MI 1,027,974 2,669,555 3,697,529 138.7 980.7 1,119.4

46 Durham, NC 136,611 68,744 205,355 69.3 36.5 105.8
47 El Paso, TX-NM 515,187 55,830 571,017 162.6 57.6 220.3

48 Erie, PA 108,718 68,950 177,668 22.0 35.7 57.7
49 Eugene-Springfield, OR 157,352 31,840 189,192 51.4 14.1 65.5
50 Evansville, IN-KY 126,272 56,815 183,087 40.7 34.2 74.9

51 Fayetteville, NC 75,695 166,068 241,763 40.6 96.4 137.0
52 Flint, MI 140,761 185,262 326,023 33.8 130.0 163.8
53 Ft. Lauderdale-Hollywood-Pompano Beach, FL 149,377 1,088,757 1,238,134 31.4 295.7 327.1
54 Fort Myers-Cape Coral, FL 45,206 175,346 220,552 22.0 102.2 124.2
55 Fort Wayne, IN 173,072 75,352 248,424 62.7 41.4 104.1
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1990 Population 1990 Land Area (in Square Miles)

No. Urbanized Area Place Name
Central

City Outside Total
Central

City Outside Total

56 Fresno, CA 354,202 99,186 453,388 99.1 33.6 132.7
57 Grand Rapids, MI 189,126 247,210 436,336 44.3 178.9 223.2
58 Green Bay, WI 96,466 65,465 161,931 43.8 56.3 100.1
59 Greensboro, NC 183,521 10,987 194,508 79.8 12.4 92.2
60 Greenville, SC 58,282 189,891 248,173 25.1 123.0 148.1

61 Harrisburg, PA 52,376 240,528 292,904 8.1 141.7 149.8
62 Hartford-Middletown, CT 139,739 406,459 546,198 17.3 224.0 241.3
63 Honolulu, HI 365,272 267,331 632,603 82.8 55.9 138.7
64 Houston, TX 1,630,553 1,271,298 2,901,851 539.9 637.4 1,177.3
65 Huntington-Ashland, WV-KY-OH 54,844 114,750 169,594 14.9 71.1 86.0

66 Huntsville, AL 158,782 21,533 180,315 106.4 25.9 132.3
67 Indianapolis, IN 731,327 183,434 914,761 361.7 107.2 468.9
68 Jacksonville, FL 627,128 111,290 738,418 445.6 61.8 507.4
69 Jackson, MS 196,637 92,648 289,285 109.0 107.9 216.9
70 Joliet, IL 76,836 93,881 170,717 27.8 55.7 83.5

71 Kalamazoo, MI 80,277 84,153 164,430 24.6 60.1 84.7
72 Kansas City, MO-KS 584,913 690,404 1,275,317 419.3 342.5 761.8
73 Knoxville, TN 165,121 139,345 304,466 77.2 141.6 218.8
74 Lancaster-Palmdale, CA 166,133 21,057 187,190 75.7 7.2 82.9
75 Lancaster, PA 55,551 138,032 193,583 7.4 79.9 87.3

76 Lansing-East Lansing, MI 127,321 137,774 265,095 33.9 64.8 98.7
77 Las Vegas, NV 258,295 439,053 697,348 83.3 147.8 231.1
78 Lawrence-Haverhill, MA-NH 121,625 115,737 237,362 40.3 70.1 110.4
79 Lexington-Fayette, KY 218,925 1,776 220,701 95.2 2.9 98.1
80 Lincoln, NE 191,972 586 192,558 63.3 1.1 64.4

81 Little Rock-North Little Rock, AR 237,536 67,817 305,353 142.6 56.6 199.2
82 Lorain-Elyria, OH 127,991 96,096 224,087 43.5 103.5 147.0
83 Los Angeles, CA 4,831,936 6,571,010 11,402,946 653.9 1,311.8 1,965.7
84 Louisville, KY-IN 269,063 485,893 754,956 62.1 220.5 282.6
85 Lowell, MA-NH 103,439 78,212 181,651 13.8 53.3 67.1

86 Lubbock,TX 186,206 1,700 187,906 104.1 4.5 108.6
87 Madison, WI 191,262 53,074 244,336 57.8 39.9 97.7
88 McAllen-Edinburg-Mission, TX 142,559 120,633 263,192 60.4 63.9 124.3
89 Melbourne-Palm Bay, FL 122,278 183,700 305,978 92.3 140.9 233.2
90 Memphis, TN-AR-MS 610,337 214,856 825,193 256.0 85.0 341.0

91 Miami-Hialeah, FL 546,552 1,368,108 1,914,660 54.8 297.9 352.7
92 Milwaukee, WI 628,088 598,205 1,226,293 96.1 415.9 512.0
93 Minneapolis-St. Paul, MN 640,618 1,439,058 2,079,676 107.7 955.3 1,063.0
94 Mobile, AL 196,278 104,634 300,912 118.0 110.9 228.9
95 Modesto, CA 164,730 65,879 230,609 30.2 21.9 52.1

96 Montgomery, AL 187,106 22,901 210,007 135.0 21.4 156.4
97 Nashville, TN 483,427 89,867 573,294 376.4 107.1 483.5
98 New Haven-Meriden, CT 189,953 261,533 451,486 42.6 145.1 187.7
99 New London-Norwich, CT 65,931 90~,355 156,286 33.8 75.8 109.6
100 New Orleans, LA 496,938 543,288 1,040,226 87.4 182.7 270.1

101 New York, NY-Northeastern New Jersey 7,322,564 8,721,448 16,044,012 308.9 2,657.5 2,966.4
102 Norfolk-Virginia Beach-Newport News, VA 824,343 498,755 1,323,098 370.4 293.3 663.7
103 Ogden, UT 63,909 195,238 259,147 26.1 126.8 152.9
104 Oklahoma City, OK 444,719 339,706 784,425 452.9 193.9 646.8
105 Omaha, NE-IA 335,795 208,497 544,292 100.6 92.4 193.0

106 Orlando, FL 164,693 722,433 887,126 67.3 327.3 394.6
107 Oxnard-Ventura, CA 142,216 338,266 480,482 24.4 132.7 157.1
108 Pensacola, FL 58,165 195,393 253,558 22.6 132.7 155.3
109 Peoria, IL 113,504 128,849 242,353 40.9 88.2 129.1
110 Philadelphia, PA-NJ 1,585,577 2,636,634 4,222,211 135.1 1,029.1 1,164.2
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1990 Population 1990 Land Area (in Square Miles)

No. Urbanized Area Place Name
Central

City Outside Total
Central

City Outside Total

111 Phoenix, AZ 983,403 1,022,836 2,006,239 419.9 321.2 741.1
112 Pittsburgh, PA 369,879 1,308,866 1,678,745 55.6 722.5 778.1
113 Portland-Vancouver, OR-WA 437,319 734,839 1,172,158 124.7 263.3 388.0

114 Providence-Pawtucket, RI-MA 160,728 685,565 846,293 18.5 280.2 298.7
115 Provo-Orem, UT 154,396 66,160 220,556 56.5 43.1 99.6

116 Raleigh, NC 207,951 97,974 305,925 88.1 87.8 175.9
117 Reading, PA 78,380 107,887 186,267 9.8 50.0 59.8
118 Reno, NV 133,850 79,897 213,747 57.5 35.7 93.2
119 Richmond, VA 87,425 502,555 589,980 29.7 273.0 302.7
120 Riverside-San Bernardino, CA 390,669 779,527 1,170,196 132.8 327.3 460.1

121 Roanoke, VA 96,397 81,880 178,277 42.9 48.8 91.7
122 Rochester, NY 231,636 388,017 619,653 35.8 184.2 220.0
123 Rockford, IL 139,426 68,400 207,826 45.0 46.1 91.1
124 Sacramento, CA 414,050 682,955 1,097,005 126.1 207.6 333.7

125 Salem, OR 107,786 49,293 157,079 41.5 15.3 56.8

126 Salt Lake City, UT 159,727 629,720 789,447 39.0 214.9 254.0

127 San Antonio, TX 935,933 193,221 1,129,154 333.0 105.0 438.0
128 San Diego, CA 1,110,549 1,237,868 2,348,417 324.0 366.2 690.2
129 San Francisco-Oakland, CA 723,959 2,905,557 3,629,516 46.7 827.4 874.1
130 San Jose, CA 782,248 652,771 1,435,019 171.3 167.1 338.4

131 Santa Barbara, CA 85,571 96,592 182,163 18.9 29.9 48.8
132 Santa Cruz, CA 49.G40 103,315 152,355 13.3 85.4 98.7
133 Santa Rosa, CA 113,313 81,247 194,560 33.7 33.5 67.2
134 Sarasota-Bradenton, FL 50,961 393,424 444,385 14.6 178.4 193.0
135 Savannah, GA 137,560 61,070 198,630 62.6 88.0 150.6

136 Scranton-Wilkes-Barre, PA 81,805 306,420 388,225 25.2 176.1 201.3
137 Seattle, WA 516,259 1,227,827 1,744,086 83.9 504.0 587.9
138 Shreveport, LA 198,525 57,964 256,489 98.6 47.~9 146.5
139 South Bend-Mishawaka, IN-Ml 105,511 132,421 237,932 36.4 84.0 120.4
140 Spokane, WA 177,196 101,842 279,038 55.9 57.7 113.6

141 Springfield, MA-CT 156,983 375,764 532,747 32.1 269.8 301.9
142 Springfield, MO 140,494 18,592 159,086 68.0 12.7 80.7
143 Stamford, CT-NY 108,056 79,144 187,200 37.7 41.6 79.3

144 Stockton, CA 210,943 51,103 262,046 52.6 21.2 73.8
145 St. Louis, MO-IL 396,685 1,549,841 1,946,526 61.9 666.3 728.2

146 Syracuse, NY 163,860 225,058 388,918 25.1 108.5 133.6

147 Tacoma, WA 176,664 320,546 497,210 48.0 184.8 232.8
148 Tallahassee, FL 124,773 31,111 155,884 63.3 25.7 89.0
149 Tampa-St. Petersburg-Clearwater, FL 280,015 1,428,695 1,708,710 108.7 541.0 649.7
150 Toledo, OH-Ml 332,943 156,212 489,155 80.6 112.8 193.4

151 Trenton, NJ-PA 88,675 209,927 298,602 7.7 88.1 95.8
152 Tucson, AZ 405,390 173,845 579,235 156.3 90.2 246.5
153 Tulsa, OK 367,302 107,366 474,668 183.5 120.9 304.4
154 Utica-Rome, NY 68,637 89,916 158,553 16.3 75.2 91.5

155 Washington, DC-MD-VA 606,900 2,756,131 3,363,031 61.4 883.2 944.6

156 Waterbury, CT 108,961 66,106 175,067 28.6 44.7 73.3
157 W. Palm Beach-Boca Raton-Delray Beach, FL 67,643 727,205 794,848 49.3 257.3 306.6

158 Wichita, KS 304,011 34,778 338,789 115.1 29.4 144.5
159 Wilmington, DE-NJ-MD-PA 71~,529 378,087 449,616 10.8 177.0 187.8
160 Winston-Salem, NC 143,485 41,699 185,184 71.1 49.6 120.7

161 Worcester, MA-CT 169,759 145,907 315,666 37.6 101.1 138.7
162 Youngstown-Warren, OH 95,732 265,895 361,627 33.8 133.5 167.3

Totals 58,353,928 80,503,983 138,857,911 17,040.9 33,532.8 50,730.2

Source: Anthony Downs, The Brookings Institute
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Appendix E
Sprawl Index Summary Table

Score for

Rank Urbanized Area Place Name

Composite
Sprawl
Index

Total
Urban

Area Land
Size

Outlying
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Density
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Central
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Percent of
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City

Percent of
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Area

Percent City
Commuters

Driving
Alone
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Using Car

Pools

Fragmented
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Governments

Ratio of City
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Suburban
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if Land Size

and Outlying
Density Are
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1 Harrisburg, PA 59.24 3.46 66.11 52.74 97.97 61.59 49.16 70.19 72.96 58.96 49.46
2 Antioch-Pittsburg, CA 56.41 0.44 71.66 35.09 92.86 99.25 91.89 39.75 20.37 47.69
3 Utica-Rome, NY 55.91 1.46 76.13 48.76 84.24 61.28 77.53 45.34 81.54 26.89 49.06
4 Reading, PA 54.87 0.38 56.93 51.32 82.50 54.80 62.67 56.52 73.81 54.90 44.38
5 Lancaster, PA 54.34 1.32 65.51 60.16 93.42 66.54 62.50 49.69 46.39 43.56 45.97
6 Joliet, IL 54.04 1.19 66.35 22.70 84.42 64.09 89.53 44.10 75.59 38.38 45.93
7 Lowell, MA-NH 54.00 0.63 70.71 70.72 67.90 43.27 82.77 51.55 22.29 76.19 46.67
8 Hartford-Middletown. CT 53.67 6.60 63.78 61.63 94.57 64.82 52.03 47.20 16.35 76.05 46.28
9 Scranton-Wilkes-Barre, PA 53.10 5.23 65.26 25.83 93.77 48.11 75.51 58.39 89.00 16.81 45.96

10 Kalamazoo, MI 51.40 1.23 72.05 32.26 87.45 75.74 81.25 20.50 62.28 29.83 45.49
11 Lawrence-Haverhill, MA-NH 51.37 2.11 67.04 25.31 70.52 40.26 72.30 80.12 22.29 82.35 44.65
12 Grand Rapids, MI 50.88 5.98 72.41 42.77 85.86 65.63 89.19 23.60 41.79 30.67 46.21
13 Greensboro, NC 50.82 1.49 82.31 35.93 88.76 100.00 93.07 28.57 15.36 11.90 47.25
14 Winston-Salem, NC 50.76 2.46 83.22 33.23 74.07 78.36 87.67 33.54 42.55 21.71 47.59
15 Milwaukee, WI 50.54 15.88 71.29 62.91 60.38 17.64 72.97 32.92 20.90 100.00 47.76
16 Dallas-Fort Worth, TX 50.27 47.79 60.25 20.45 80.73 25.51 81.93 45.34 63.42 27.03 51.77
17 Lorain-Elyria, OH 49.83 3.37 81.47 43.87 56.78 21.29 97.13 34.16 90.64 19.75 46.86
18 Syracuse, NY 49.35 2.91 58.59 43.57 83.81 58.42 62.50 36.02 57.29 41.04 41.91
19 Peoria, IL 49.24 2.75 70.84 26.30 71.56 35.03 94.43 14.91 100.00 27.31 44.26
20 Fort Wayne, IN 48.79 1.90 63.67 21.00 66.76 55.91 94.43 28.09 83.47 25.91 42.39
21 Rochester, NY 48.79 5.87 57.95 42.52 84.10 51.15 69.93 33.54 43.87 50.14 42.03
22 Greenville, SC 47.90 3.40 69.18 20.82 100.00 86.06 80.41 36.65 16.40 18.21 43.26
23 Rockford, IL 47.67 1.45 70.38 28.91 62.07 45.36 94.93 27.33 77.32 21.29 42.97
24 Binghamton, NY 47.43 0.57 61.74 36.82 86.00 49.23 73.48 38.51 49.88 30.67 40.92
25 Youngstown-Warren, OH 47.33 4.06 60.24 19.69 90.42 48.87 94.43 26.09 49.80 32.35 41.26
26 Durham, NC 47.29 1.95 62.40 14.49 90.44 93.37 83.45 47.20 14.77 17.51 41.24
27 Cleveland, OH 47.22 20.12 58.14 43.36 82.86 29.24 68.92 37.89 29.95 54.48 43.98
28 Pittsburgh, PA 47.07 25.00 63.84 50.84 90.94 36.70 42.06 34.78 56.21 23.25 46.01
29 Trenton, NJ-PA 46.91 1.61 52.43 66.91 78.28 10.25 62.33 67.08 13.55 69.75 38.95
30 Detroit, ML 46.88 36.69 45.66 37.69 81.64 16.37 73.99 50.93 16.18 82.75 44.60
31 Daytona Beach, FL 46.84 2.71 66.71 15.96 90.88 54.72 81.76 29.19 33.70 45.94 41.99
32 Canton, OH 46.63 2.07 63.98 31.97 84.58 46.57 94.59 16.77 46.51 32.63 41.19
33 Charlotte. NC 46.54 6.61 82.33 35.53 70.91 74.62 89.86 31.06 16.08 11.90 45.71
34 Minneapolis-St. Paul, MN 46.54 34.76 69.93 54.67 80.41 22.19 61.32 16.15 43.42 35.99 48.86
35 Augusta, GA-SC 46.43 4.80 71.46 21.94 95.99 38.04 73.31 62.73 18.36 31.23 43.11
36 Huntington-Ashland, WV-KY-OH 46.19 1.28 67.78 31.57 88.68 56.13 80.91 30.43 47.34 11.62 41.53
37 Raleigh, NC 45.87 4.36 77.72 29.28 81.50 78.99 92.91 21.12 14.77 12.18 43.94
38 Knoxville, TN 45.59 5.83 80.35 30.09 77.24 58.96 89.70 32.30 15.66 20.17 44.59
39 Lincoln, NE 45.53 0.53 89.37 78.81 10.91 12.11 87.67 28.57 60.33 41.46 45.30
40 Oxnard-Ventura, CA 45.26 3.71 49.11 31.65 84.69 34.59 73.82 100.00 4.94 24.79 37.72
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Rank Urbanized Area Place Name
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41 Erie, PA 45.08 0.31 61.44 35.42 65.12 43.60 75.51 51.55 46.68 26.05 39.40
42 Cincinnati, OH-KY 45.05 15.87 61.01 33.42 81.89 25.21 73.31 29.19 44.23 41.32 42.41
43 Flint, MI 45.95 3.94 71.55 40.46 72.38 29.78 93.41 29.81 23.72 39.50 42.07
44 Lansing-East Lansing, MI 45.91 1.71 57.56 24.46 75.90 47.53 90.03 27.95 57.32 21.71 38.80
45 Fort Myers-Cape Coral, FL 44.63 2.58 65.75 16.58 93.04 41.96 77.03 67.08 3.48 34.17 40.45
46 New London-Norwich, CT 44.59 2.08 76.20 22.65 83.16 56.76 54.39 41.61 31.41 33.05 42.41
47 Worcester, MA-CT 44.52 3.08 71.19 43.31 69.38 41.75 79.39 32.92 22.29 37.39 41.57
48 Davenport-Rock Island-Moline, IA-IL 44.49 3.33 60.20 10.78 78.33 30.38 95.27 23.60 83.72 14.85 39.40
49 Appleton-Neenah, WI 44.40 0.30 53.06 22.62 85.13 60.06 97.64 0.00 72.67 8.12 37.31
50 Birmingham, AL 44.35 12.00 71.60 17.43 73.49 31.83 88.18 50.93 26.63 27.03 43.33
51 Atlanta, GA 44.32 37.29 64.96 23.58 93.23 33.25 62.64 22.98 13.53 47.20 47.04
52 Providence-Pawtucket, RI-MA 44.27 8.57 51.16 49.16 92.31 31.17 64.53 50.93 11.29 39.36 38.51
53 Wichita, KS 44.25 3.28 76.39 30.91 40.17 37.05 98.99 16.77 75.12 19.61 42.49
54 Albany-Schenectady-Troy, NY 44.24 5.48 65.34 41.26 79.97 50.21 54.73 24.22 47.42 29.55 40.71
55 Louisville, KY-IN 44.09 8.01 56.01 27.22 77.06 25.10 81.08 33.54 57.71 31.09 39.26
56 Des Moines, IA 44.03 3.80 76.23 29.83 54.67 31.00 85.14 44.72 38.40 32.49 42.43
57 Allentown-Bethlehem-Easton, PA-NJ 43.70 3.20 58.88 33.00 70.91 38.10 78.38 37.89 47.57 25.35 38.63
58 Riverside-San Bernardino, CA 43.69 14.10 52.45 17.10 91.32 67.25 84.29 52.17 5.88 8.68 39.53
59 Brockton, MA 43.59 0.74 72.25 42.98 65.34 39.19 86.32 37.27 22.29 25.91 40.75
60 Baltimore, MD 43.53 18.64 54.98 55.93 74.32 25.36 45.44 55.28 3.15 58.68 40.84
61 St. Louis, MO-IL 43.30 23.29 53.57 38.14 90.43 26.88 71.79 38.51 9.95 37.11 41.35
62 Stockton, CA 42.99 0.86 51.88 23.03 60.35 55.82 86.66 46.58 40.08 21.71 36.34
63 Madison, WI 42.97 1.68 73.45 34.44 51.51 41.04 62.84 22.98 52.61 46.22 40.81
64 Wilmington, DE-NJ-MD-PA 42.87 4.76 57.36 42.92 92.56 15.23 60.30 42.24 14.14 56.30 38.15
65 Springfield, MA-CT 42.78 8.67 72.20 48.61 78.83 11.51 84.80 31.68 23.82 24.93 41.84
66 Evansville, IN-KY 42.70 0.89 66.84 25.86 58.87 42.19 95.78 21.12 54.24 18.49 39.16
67 Akron, OH 42.44 7.14 68.78 31.74 71.07 24.21 92.57 24.84 29.69 31.93 40.65
68 Nashville, TN 42.42 14.90 83.25 21.19 54.77 51.30 91.39 34.16 15.41 15.41 45.08
69 Waterbury, CT 42.38 0.84 70.48 35.66 54.67 25.78 88.01 45.34 9.95 50.70 39.69
70 Indianapolis, IN 42.37 14.40 65.84 16.36 50.57 41.40 91.22 34.16 44.71 22.69 41.47
71 Toledo, OH-MI 42.37 4.96 72.35 41.30 49.24 24.98 97.13 16.15 45.55 29.69 40.88
72 Bridgeport-Milford, CT 42.22 3.84 63.46 37.50 61.53 8.26 76.69 54.04 9.95 64.71 38.79
73 Chicago, IL-Northwestern Indiana 42.19 52.64 41.05 57.44 70.20 18.73 37.67 42.86 19.96 39.22 44.05
74 Jackson, MS 42.18 5.76 82.86 29.09 54.06 32.94 86.99 39.13 17.65 31.09 43.03
75 Philadelphia, PA-NJ 41.91 38.23 48.85 63.42 72.91 17.45 34.97 32.92 23.46 44.96 42.56
76 Savannah. GA 41.86 3.49 86.15 43.84 50.18 28.21 78.55 39.75 19.72 26.89 43.04
77 Ann Arbor, MI 41.81 0.94 55.36 26.20 83.50 67.12 63.85 8.07 55.86 15.41 36.35
78 Chattanooga, TN-GA 41.69 7.13 79.16 17.08 68.91 36.84 91.22 34.16 22.54 18.21 42.27
79 Aurora, IL 41.58 1.18 62.79 22.08 73.81 48.49 89.19 42.86 7.27 26.61 37.74
80 Dayton, OH 41.56 7.70 60.57 23.20 86.97 43.58 75.00 44.72 17.47 14.85 38.59
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Score for

Rank Urbanized Area Place Name

Composite
Sprawl
Index

Total
Urban

Area Land
Size

Outlying
Population

Density
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Central

to
Outlying
Density

Percent of
Population
in Central

City
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Outside of
Urbanized

Area

Percent City
Commuters

Driving
Alone

Percent City
Commuters
Using Car

Pools

Fragmented
Local

Governments

Ratio of City
Percent
Poor to

Suburban
Percent

Poor

Composite
Sprawl Score
if Land Size

and Outlying
Density Are
Weighted

Quadruple

81 Ogden. UT 41.56 3.57 69.26 22.02 85.12 2.70 82.60 60.87 26.45 21.43 39.50
82 Mobile, AL 41.44 6.17 81.16 24.41 63.29 45.29 97.64 26.71 15.93 12.32 42.33
83 Columbus, OH 41.42 10.15 59.51 22.63 56.96 36.51 88.68 24.84 43.96 29.55 38.79
84 Tulsa, OK 41.37 8.76 82.27 31.20 51.83 40.56 95.61 21.74 26.60 13.73 43.03
85 Little Rock-North Little Rock, AR 41.34 5.15 76.08 19.25 57.75 49.68 95.44 34.78 23.00 10.92 41.05
86 Biloxi, GA-MS 40.77 2.75 78.69 26.77 77.56 52.15 75.00 29.19 14.15 10.64 40.75
87 Kansas City, MO-KS 40.69 24.44 59.76 9.58 67.81 23.85 85.64 35.40 36.90 22.83 41.25
88 McAllen-Edinburg-Mission, TX 40.35 2.59 62.31 17.31 67.57 38.51 83.11 68.94 17.37 5.46 37.19
89 New Haven-Meriden, CT 40.28 4.76 64.02 34.25 69.02 18.22 56.42 34.78 9.95 71.15 37.93
90 Atlantic City, NJ 40.21 1.37 65.95 27.29 94.76 57.41 16.55 11.80 41.24 45.52 37.59
91 Charleston, WV 40.17 1.52 66.37 15.96 82.95 42.16 80.74 29.19 28.10 14.57 37.68
92 Baton Rouge. LA 40.13 4.69 73.81 31.35 62.86 37.71 90.54 26.09 11.89 22.27 39.78
93 Houston, TX 40.08 38.68 60.18 20.96 57.64 21.37 80.57 47.20 7.91 26.19 43.82
94 Richmond, VA 40.00 8.70 63.25 22.14 96.69 39.08 68.41 36.65 5.23 19.89 38.39
95 Springfield, MO 39.94 1.09 70.78 19.54 50.39 48.87 95.27 19.25 30.28 23.95 38.34
96 Green Bay, WI 39.93 1.76 76.79 26.22 54.23 20.60 95.27 11.18 41.27 32.07 39.67
97 Corpus Christi, TX 39.93 3.66 87.78 43.12 28.41 28.02 87.50 55.90 19.07 5.88 42.24
98 Buffalo-Niagara Falls, NY 39.86 8.11 51.19 40.36 72.29 24.25 63.51 36.02 17.34 45.66 35.77
99 Santa Cruz, CA 39.77 1.71 75.85 42.20 84.59 41.34 63.34 23.60 6.67 18.63 39.37

100 Pensacola, FL 39.76 3.65 70.61 24.20 89.39 32.37 95.27 24.22 6.20 11.90 38.71
101 Huntsville, AL 39.67 2.86 83.40 24.85 49.28 47.21 100.00 24.22 14.00 11.20 41.05
102 Melbourne-Palm Bay, FL 39.65 6.32 73.97 14.07 74.59 28.61 94.43 36.02 12.62 16.25 39.85
103 Roanoke, VA 39.60 1.47 66.50 18.54 61.39 25.31 89.86 40.99 11.16 41.18 37.36
104 Shreveport, LA 39.46 3.35 75.84 23.03 50.81 39.08 93.58 30.43 24.60 14.43 39.52
105 Boston, MA 39.01 28.87 47.86 62.90 88.41 17.20 27.20 16.15 22.29 40.20 38.75
106 Tampa-St. Petersburg-Clearwater, FL 38.76 20.60 47.28 13.50 92.99 21.32 85.81 39.75 5.73 21.85 36.83
107 Tacoma, WA 38.65 6.31 65.37 29.38 75.14 18.63 85.47 34.78 11.78 21.01 37.53
108 Charleston, SC 38.61 6.93 69.86 17.07 90.49 27.34 75.17 24.84 18.80 16.95 38.52
109 New York, NY-NE New Jersey 38.59 100.00 34.48 100.00 62.06 8.98 0.00 3.73 2.76 35.29 50.05
110 Sarasota-Bradenton, FL 38.53 4.94 55.98 21.91 96.35 11.31 84.29 39.75 6.90 25.35 35.30
111 Orlando, FL 38.20 11.85 55.94 15.35 93.09 33.84 74.83 29.19 10.20 19.47 36.48
112 South Bend-Mishawaka, IN-MI 38.10 2.45 68.53 25.46 61.62 4.53 90.03 32.92 29.80 27.59 37.06
113 Lubbock,TX 38.05 2.05 92.46 65.55 17.60 19.15 95.10 25.47 12.72 12.32 41.73
114 Boise City. ID 37.78 0.78 66.83 22.73 61.84 53.06 96.11 11.80 16.05 10.78 36.19
115 Tallahassee, FL 37.74 1.38 75.83 22.54 50.11 40.83 86.15 34.78 12.11 15.97 38.09
116 Provo-Orem, UT 37.68 1.74 69.36 24.65 44.55 20.04 63.18 44.72 26.68 44.26 36.83
117 Salt Lake City. UT 37.68 7.03 41.50 19.35 91.53 32.37 77.03 34.16 12.92 23.25 32.32
118 Santa Rosa, CA 37.64 0.63 51.58 19.19 76.16 61.22 89.19 21.74 7.97 11.06 33.03
119 Salem, OR 37.17 0.27 35.68 11.16 65.85 53.39 81.93 45.96 28.77 11.48 29.49
120 Lexington-Fayette, KY 37.14 1.69 87.77 0.00 49.55 56.00 91.89 22.98 15.59 8.82 40.18
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121 Fayetteville, NC 36.76 3.02 65.61 14.98 77.92 14.72 93.75 33.54 10.24 17.09 35.78
122 West Palm -Boca -Delray FL 36.76 8.84 43.58 6.72 99.13 9.76 85.81 41.61 14.26 21.15 32.54
123 Austin, TX 36.62 7.69 65.27 17.01 48.37 41.22 83.78 33 ' 54 16.86 15.83 36.56
124 Washington, DC-MD-VA 36.43 30.70 37.70 43.85 92.09 24.99 18.58 25.47 8.37 46.08 35.54
125 Montgomery, AL 36.41 3.69 78.64 17.93 38.76 34.62 95.95 33.54 12.91 11.62 38.31
126 Oklahoma City, OK 36.22 20.50 65.03 7.76 57.67 22.32 95.95 30.43 12.91 13.45 38.84
127 Stamford, CT-NY 35.99 1.05 62.02 20.86 72.33 53.09 78.04 13.04 5.01 18.49 34.21
128 Columbus, GA-AL 35.91 2.87 74.23 19.43 36.14 18.90 89.53 31.68 14.53 37.04
129 Santa Barbara, CA 35.82 0.00 35.51 19.40 82.65 62.24 74.66 32.30 6.63 8.96 28.59
130 Lancaster-Palmdale, CA 35.45 1.17 41.62 10.39 33.92 28.06 83.45 76.40 8.56 29.42
131 Seattle, WA 35.40 18.48 51.37 34.97 80.24 17.45 58.61 24.22 9.02 24.23 35.21
132 Sacramento, CA 35.30 9.76 34.33 13.82 77.49 31.83 80.57 47.20 3.24 19.47 30.00
133 Anchorage. AK 35.30 56.51 100.00 0.00 0.00 0.00 80.74 44.10 1.04 53.71
134 Omaha, NE-IA 35.06 4.94 54.95 20.48 51.08 18.28 91.22 26.71 24.64 23.25 33.02
135 Modesto, CA 35.06 0.11 39.95 25.10 59.73 46.34 93.24 35.40 8.36 7.28 29.05
136 Bakersfield, CA 34.87 7.05 29.33 11-00 73.19 54.58 95.27 29.81 6.77 6.86 28.20
137 Spokane. WA 34.72 2.22 64.76 24.86 54.81 27.95 86.99 21.74 10.38 18.77 34.23
138 Portland-Vancouver, OR-WA 34.57 11.63 44.29 17.40 76.51 27.80 69.26 31.06 12.88 20.31 31.92
139 Fresno. CA 34.29 2.88 41.07 16.76 57.13 49.09 90.71 30.43 7.77 12.75 29.36
140 San Antonio, TX 34.24 13.34 63.26 21.14 31.57 18.12 83.45 47.20 8.67 21.43 35.87
141 Las Vegas, NV 34.21 6.25 40.70 14.45 74.97 22.35 84.46 49.07 4.56 11.06 29.91
142 Columbia, SC 34.19 5.14 43.80 4.12 84.32 33.95 63.34 24.22 14.63 30.03
143 Memphis, TN-AR-MS 34.12 10.02 49.54 13.06 42.38 22.19 86.82 44.72 14.10 24.23 32.38
144 Albuquerque, NM 33.87 6.07 76.03 33.56 37.31 19.17 91.22 26.09 7.87 7.56 36.74
145 San Francisco-Oakland, CA 33.47 28.29 29.90 61.12 88.72 14.99 24.49 22.36 6.49 24.93 31.72
146 New Orleans, LA 33.35 7.59 40.64 26.47 65.97 23.40 58.45 46.58 5.67 25.35 29.65
147 Amarillo, TX 32.98 1.35 78.77 23.35 17.15 19.36 96.45 33.54 11.72 15.13 35.81
148 Ft. Lauderdale-Hollywood-Pompano, FL 32.87 9.54 26.50 17.89 94.75 1.70, 83.78 33.54 7.10 21.01 26.93
149 El Paso, TX-NM 32.74 5.88 80.65 45.26 13.89 4.27 84.46 52.17 3.45 4.62 36.95
150 Los Angeles, CA 32.32 65.70 0.00 20.42 64.04 5.55 69.59 46.58 2.87 16.11 32.53
151 Phoenix, AZ 32.23 23.73 36.43 10.18 60.30 12.73 83.95 44.72 4.54 13.45 31.37
152 Jacksonville, FL 32.10 15.72 64.05 10.82 33.16 22.78 92.23 44.10 6.05 0.00 35.21
153 Denver. CO 31.74 14.05 31.36 12.28 76.56 7.94 75.34 32.30 6.41 29.41 28.13
154 Tucson, AZ 31.74 6.78 61.52 18.63 42.18 16.14 77.36 42.86 2.53 17.65 32.70
155 Colorado Springs, CO 31.26 4.38 70.49 20.59 31.43 13.61 91.05 31.06 6.96 11.76 33.73
156 Miami-Hialeah, FL 31.26 10.42 8.32 30.07 77.21 1.43 62.33 62.73 4.30 24.51 22.50
157 Norfolk-Va. Beach-Newport News, VA 31.02 21.08 66.05 18.12 46.18 10.33 54.05 37.27 3.43 22.69 36.04
158 Eugene, OR 31.02 0.57 54.92 18.77 47.73 40.66 76.01 12.42 14.51 13.59 29.71
159 Reno, NV 30.481 1.52 55.32 14.40 51.02 19.72 80.57 30.43 3.43 17.93 29.66
160 San Diego, CA 29.071 21.98 32.52 14.04 59.74 7.35 78.89 30.43 2.08 14.57 28.34
161 San Jose, CA 28.591 9.93 22.02 16.18 51.37 5.13 89.36 41.61 3.08 18.63 23.54
162 Honolulu, HI 27.63 3.08 4.53 12.77 60.57 29.89 52.20 73.29 0.00 12.32 18.10

Source: Anthony Downs, The Brookings Institution.
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Appendix F
Independent Variables Used in the Regression Analysis Relating Sprawl to Urban Decline

The 69 independent variables used in the regession analysis relating sprawl to urban decline are described in
this appendix. The first column names the independent variables and gives the abbreviations for each as used
in the regressions. The second column briefly explains the theoretical relationship each might be expected to
have with the two dependent variables. The next two columns show the expected mathematical sign of each
independent variable in regressions using the extent to which a central city’s population rose or fell during the
1980s (CHG8090%) and the index of urban decline-distress calculated for each central city (DECLINDX) as
dependent variables. In the last two columns classifications of each independent variable are given. The first of
these two columns shows whether each variable is considered primarily a cause (C) or a result (R) of the
dependent variable; the second column shows those independent variables that are constituents of the sprawl
index (S) or the urban decline-distress index (D). Concerning some independent variables, it is ambiguous
whether they are primarily causes or primarily results; they could be either under different circumstances. Both
C and R signs are shown for these variables.

Continued on next page

Theoretically Expected Relationships
to Percent Population Change, 1980-1990, or to Urban Decline-Distress Index

Expected Mathematical SignNames of the Independent
Variables and their
Abbreviations in Regressions

Reason for Expecting Indicated Impact
upon Each Dependent Variable
in Regressions CHG8090% DECLINDX

Acts as
Cause (C)
or Result

(R)

In Sprawl
Index (S) or

Decline
Index (D)

1. Percent of 1990 residents
Hispanic (PCTHISPN)

Rapid Hispanic immigration could cause
faster population growth

Positive Negative C –

2. Percent of 1990 residents
members of any minority
groups (PCTMINOR)

Higher percentages would probably cause
whites to withdraw from city schools and
neighborhoods or refuse to move into them

Negative Positive C –

3. Percent of 1990 residents
African American
(PCTBLACK)

Higher percentages would probably cause
whites to withdraw from city schools and
neighborhoods or refuse to move into them

Negative Positive C –

4. Percent of those 25 and over
in 1990 who had graduated
from high school (PCTGRAD)

Higher percentages would indicate a higher
quality work force that would attract
businesses

Positive Negative C D

5. Percent of those 25 and over
in 1990 who had college
bachelor’s degrees
(PCTBACH)

Higher percentages would indicate a higher
quality work force and higher-income
residents

Positive Negative C –

6. Percent of 1990 residents
receiving public assistance
(PCTPUBAS)

Higher percentages would indicate a less
able work force with fewer workers
privately employed

Negative Positive R –

7. Percent of 1990 residents
receiving social security
payments (PCTSOCSC)

Higher percentages indicate fewer residents
available for jobs that would fuel economic
growth

Negative Positive R –

8. Percent of 1990 work force
unemployed (UNEMPLY%)

High levels indicate lack of dynamism in
local economy or lack of adequate skills in
work force

Negative Positive C D

9. Percent of population aged
18-24 (AGE18T24)

This group includes those most likely to
commit crimes or be unemployed

Negative Positive C –

10. Percent of population aged
5-17 (AGE5TO17)

This group also includes many quite likely
to commit crimes or be unemployed

Negative Positive C –

11. Median age of city
population in 1990
(MEDINAGE)

Younger age indicates more immigrants
entering a dynamic economy

Negative Positive C –

12. Percent of central-city
residents with incomes below
the official poverty level
(%POVPERS)

More poor people indicates lack of local
prosperity and skills

Negative Positive C, R D

13. Percent of all households
headed by females with no
spouse present (FEMFAM%)

Such households are more likely to be poor
and children from them are less likely to do
well in school

Negative Positive C –



568

A P P E N D I X E S

Theoretically Expected Relationships
to Percent Population Change, 1980-1990, or to Urban Decline-Distress Index

Expected Mathematical SignNames of the Independent
Variables and their
Abbreviations in Regressions

Reason for Expecting Indicated Impact
upon Each Dependent Variable
in Regressions CHG8090% DECLINDX

Acts as
Cause (C)
or Result

(R)

In Sprawl
Index (S) or

Decline
Index (D)

14. Median household income
in 1989 in the central city
(MEDINC89)

Higher incomes would indicate more
prosperous residents

Positive Negative C D

15. Change in median
household income, 1979–1989
(INCCHG79)

Greater rise in median income would
indicate rising wages and salaries due to
economic prosperity

Positive Negative R –

16. Percent of households with
1989 incomes of $75,000 or
higher (INCOV74K)

More high incomes could indicate greater
prosperity or greater gap between rich and
poor

Positive Negative C –

17. Percent of households with
1989 incomes under $5,000
(INCUND5K)

More low-income people show lack of local
prosperity and skills

Negative Positive C –

18. Percent of 1990 housing
units built before 1940
(PRE1940%)

Higher percentages would indicate an older
housing stock likely to be obsolete, less
valuable, and occupied by lower-income
households

Negative Positive C, R D

19. Percent of 1990 housing
units consisting of one-family
detached dwellings
(PCTIUNIT)

Higher percentages would indicate high
share of residents who could afford their
own homes

Positive Negative C –

20. Percent of 1990 housing
units in structures with 5 or
more units (PCT5PLUS)

Higher percentages would indicate high
share of residents who could not afford
homeownership

Negative Positive C –

21. Percent of housing units
vacant in 1990 (PCTVAC90)

Greater vacancy indicates less household
prosperity and smaller increases in local
population

Negative Positive C, R –

22. Mean January temperature,
1960–1991 (JANTEMP)

Warmer climate would attract skilled
workers and retirees to aid the local
economy

Positive Negative C –

23. Mean July temperature,
1960–1991 (JULYTEMP)

Warmer climate would attract skilled
workers and retirees to aid the local
economy

Positive Negative C –

24. Gov't employees per
100,000 residents in 1990
(EMPIOOOO)

High ratios of city workers indicate
inefficiency, likely high taxes and
bureaucratic obstacles for businesses.

Negative Positive C –

25. Total local government
taxes per capita in 1990
(TAXPCAP)

High taxes will drive viable businesses and
households to move elsewhere

Negative Positive C –

26. Local government
expenditures per capita in 1990
(GOVXPCAP)

Higher spending could indicate better-
quality services, but also more-intrusive
government policies

Positive Negative C –

27. Local government revenues
per capita (REVPCAP)

High revenues indicate more government
activities likely to discourage business
investment and retention in city

Negative Positive C –

28. Serious crimes per 100,000
residents (CRIMPCAP)

High crime rates might cause people to
move out of the city, or not to move into its
neighborhoods

Negative Positive C –

29. Violent crimes per 100,000
residents (VIOCPCAP)

High crime rates might cause people to
move out of the city, or to not move into its
neighborhoods

Negative Positive C D

30. Density of city population
in 1990 (DENS90)

Higher-density cities would be older and
more likely to decline

Negative Positive C –

31. Percent of total population
working (WRK%POP)

More workers would indicate greater
prosperity that both illustrates growth and
attracts more growth

Positive Negative C –
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Theoretically Expected Relationships
to Percent Population Change, 1980-1990, or to Urban Decline-Distress Index

Expected Mathematical SignNames of the Independent
Variables and their
Abbreviations in Regressions

Reason for Expecting Indicated Impact
upon Each Dependent Variable
in Regressions CHG8090% DECLINDX

Acts as
Cause (C)
or Result

(R)

In Sprawl
Index (S) or

Decline
Index (D)

32. Percent of workers
commuting by driving in a car
or truck alone (DRIVALON)

Newer areas would have more auto
dependence and would grow faster

Positive Negative C S

33. Percent of workers
commuting in carpools
(%CARPOOL)

No clear implication regarding population
growth or distress

Positive Negative C S

34. Percent of workers
commuting either in carpools
or by driving alone (the sum of
the two preceding variables)
(AUTOCOM%)

This would be dominated by commuters
driving alone

Positive Negative C –

35. Percent of workers
commuting by using public
transit (%PUBTRAN)

Major public transit systems are in older
cities with high densities likely to be losing
population

Negative Positive R –

36. Average minutes spent
commuting (COMUTMIN)

Longer commuting trips make areas less
desirable for residents

Negative Positive C, R –

37.Population density in
urbanized fringe areas outside
the central city or cities
(OUTDEN90)

Higher fringe density would indicate more
immigration into the overall metropolitan
area—hence more city growth

Positive Negative C S

38. Annual precipitation in
inches (PRECIPIN)

Areas with high rainfall and snowfall would
be less attractive places to live and therefore
grow more slowly

Negative Positive C –

39. Presence of a state capital
(STATCAPL)

State capitals attract business firms and
government offices, which cause higher-
than-average growth

Positive Negative C –

40. Percent of families with
female head, no spouse present,
living in poverty
(POVFEMFM)

Higher percentages would indicate greater
poverty and lower incomes in the city,
which would not be attractive to potential
newcomers

Negative Positive C, R –

41. Percent of local government
spending on police
(EXP%POLC)

Higher percentages would indicate stronger
police protection

Positive Negative C, R –

42. Percent of local government
spending on highways
(EXP%HGWY)

Higher percentages would indicate better
road conditions

Positive Negative C –

43. Percent of metropolitan
area population living outside
the urbanized area’s boundaries
(%MSAOUTS)

Higher percent could indicate less-intensive
immigration or greater spread from rapid
growth, also means more sprawl

Negative Positive C S

44. Composite sprawl score
computed as described above
(SPRLSCR6)

Greater sprawl would tend to accelerate
withdrawal of viable resources from older
central core areas

Negative Positive C, R S

45. Ratio of median household
income in the central city to
that in the fringe area of each
urbanized area (UAINCRAT)

Higher ratios would mean larger “gaps”
between high suburban incomes and lower
city incomes

Negative Positive C, R –

46. Median household income
in fringe portions of each
urbanized area (UAEDGMED)

The higher fringe incomes are, since city
median income is measured separately, the
bigger the “gap” between suburban incomes
and city incomes

Negative Positive C –

47. Number of municipal
governments per 100,000
residents (LOCPIOOK)

The larger the number of local
governments, the easier it is for them to
adopt exclusionary zoning that increases the
concentration of poor in the central city

Negative Positive C S
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Theoretically Expected Relationships
to Percent Population Change, 1980-1990, or to Urban Decline-Distress Index

Expected Mathematical SignNames of the Independent
Variables and their
Abbreviations in Regressions

Reason for Expecting Indicated Impact
upon Each Dependent Variable
in Regressions CHG8090% DECLINDX

Acts as
Cause (C)
or Result

(R)

In Sprawl
Index (S) or

Decline
Index (D)

48. Degree of residential
segregation of African
Americans related to non-
Hispanic whites, shown by a
dissimilarity index
(AFROSEG)

Greater racial segregation in housing would
reduce opportunities for the African-
American population, thereby cutting their
contribution to the economy

Negative Positive C –

49. Degree of residential
segregation of Hispanics
related to non-Hispanic whites,
shown by a dissimilarity index
(HISPNSEG)

Greater ethnic segregation in housing would
reduce opportunities for the Hispanic
population, thereby cutting their
contribution to the economy

Negative Positive C –

50. Percentage of MSA
residents with incomes below
poverty level (MSA%PV90)

More poor people indicates lack of local
prosperity and skills

Negative Positive R –

51. Percent of MSA suburban
residents with incomes below
poverty level (SUB%PV90)

More poor people indicates lack of local
prosperity and skills

Negative Positive C –

52. Percentage growth in total
MSA population from 1980 to
1990 (MSA8090%)

Higher growth would stimulate city
prosperity

Positive Negative R –

53. Percentage growth in MSA
suburban population, 1980 to
1990 (MSASUB%)

Higher suburban growth would stimulate
city prosperity

Positive Negative C –

54. Percentage of all 1980
MSA residents living in high-
poverty neighborhoods
(MSANPA80)

More concentrated poverty creates adverse
city conditions

Negative Positive C –

55. Percentage of all poor MSA
residents living in high-poverty
tracts (MSACPA80 or 90)

More concentrated poverty creates adverse
city conditions

Negative Positive C –

56. Jargowsky’s index of 1980
income separation by
neighborhoods (MSANSA80 or
90)

More economic segregation creates more
adverse conditions

Negative Positive C –

57. Percentage of residents 16-
19 who are not in school and
have not graduated from high
school (HS%DRPOT)

Higher high-school drop-out rates reduce
employment and income prospects of
residents

Negative Positive C D

58. Percent change in central
city population from 1990 to
1994 (%CHG9094)

Higher growth indicates less urban distress
or decline

Positive Negative – D

59. Area of central city in
square miles (AREA)

Ambivalent—to be determined by analysis Unknown Unknown C, R –

60. 1990 population of the
central city (POPUL90)

Ambivalent—to be determined by analysis Unknown Unknown C, R –

61. 1989 income per capita in
central city (INPCAP89)

Higher income indicates less distress Positive Negative C D

62. Total MSA population in
1990 (MSAPOP90)

Ambivalent—to be determined by analysis Unknown Unknown – –

63. Median 1989 household
income in the entire
metropolitan area
(MSAINC89)

Higher income indicates less distress and
more growth potential

Positive Negative – –

64. Percentage of total 1990
MSA population living within
the central city (%MSACENC)

Higher percent in central city means less
sprawl; should cause faster growth and less
decline

Positive Negative C S

Appendix F—Continued

Continued on next page
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Theoretically Expected Relationships
to Percent Population Change, 1980-1990, or to Urban Decline-Distress Index

Expected Mathematical SignNames of the Independent
Variables and their
Abbreviations in Regressions

Reason for Expecting Indicated Impact
upon Each Dependent Variable
in Regressions CHG8090% DECLINDX

Acts as
Cause (C)
or Result

(R)

In Sprawl
Index (S) or

Decline
Index (D)

65. Ratio of central-city
poverty percentage divided by
suburban poverty percentage
(CITSUBPV)

Higher ratio means greater concentration of
poverty in the city and more sprawl; should
cause slower growth

Negative Positive C, R S

66. Total physical area of
urbanized area in 1990
(URBLND90)

More land area is either a cause or a result
of faster growth, and also of more sprawl

Negative Positive C,R S

67. Ratio of 1990 central-city
population density divided by
urban fringe population density
(DENRATIO)

The higher this ratio, the more likely cities
are to lose population to surrounding lower-
density suburban areas

Negative Positive C, R S

68. Change in central-city
geographic area from 1980 to
1990 in square miles
(AREA%CHG)

The more territory a city has annexed, the
larger its population growth should be

Positive Negative C –

69. Percent change in central-
city population, 1980 to 1990.
(CHG8090%)

This is the dependent variable for city
population change. More growth should be
related to less decline

Identical Negative C D

Source:  Anthony Downs, The Brookings Institution.

Appendix F—Continued
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Appendix G
Explanation of the Definition of Sprawl

INTRODUCTION

Fifteen representative EAs are presented in chapter 5
to provide the reader with an insight into sprawl
growth in the United States. To illustrate the applica-
tion of the thresholds and characterization criteria
(e.g., the definition of sprawl) presented in chapters
2 and 4, the county designation process for the coun-
ties of the Austin-San Marcos, TX EA from chap-
ter 5 is presented here.

CLASSIFYING COUNTIES

The Austin-San Marcos, TX EA comprises 10 coun-
ties in the state of Texas. Texas is a low-density state.
The low-density-state grouping (from Table 2.2) ap-
plies to states with household densities between 11.8
and 36.1 households per square mile. In the 1995
baseline year, Texas had a household density of
25.5 households per square mile. The categories of
county development type (urban, urban center, sub-
urban, rural, rural center, and undeveloped) are de-
termined by density thresholds for the density group
of the state (low-, moderate-, or high-density states
nationwide). Since there are only undeveloped, ru-
ral, and urban counties in the Austin-San Marcos, TX
EA, rural-center and urban-center development types
are not discussed here. The thresholds for undevel-
oped, rural, and urban county development types in
the low-density-state grouping are presented as less
than 25 households, less than 75 households, and less
than 300 households per square mile, respectively (see
Table 2.3). Seven of the 10 EA counties have house-
hold densities of less than 25 households per square
mile and are designated as undeveloped counties.
They are Bastrop, Blanco, Burnet, Caldwell, Lee,
Llano, and Milam counties. Hays and Williamson
counties have household densities between 25 and
75 households per square mile and are designated as
rural counties. Finally, Travis County (Austin) falls
above the urban threshold and is designated as an ur-
ban county (see Table G).

FINDING SPRAWL COUNTIES

The sprawl status of nonurban counties is determined
by comparing their projected annual growth and
growth rates in both households and employment with

the two sets of criteria presented in chapter 2. Sprawl
is taking place if (1) the county’s annual growth rate
(of households, employment, or both) is in the upper
quartile of the EA’s annual county growth rates
(households, employment, or both) and exceeds the
average annual national county growth rate, and its
absolute growth exceeds 40 percent of the average
annual absolute national county growth; or (2) the
county’s absolute level of growth exceeds 160 per-
cent of the average annual absolute national county
growth.

Household and employment growth are determined
for all counties for the periods 1980 to 2000 and 2000
to 2025 to provide both historical and future desig-
nations of sprawl or nonsprawl. Growth rates for each
period are calculated and the upper quartile of county
growth rates for each EA is established. (Table 4.1
shows the average annual national growth rate and
the average annual absolute increase for both peri-
ods.) The growth rate threshold values for each EA
are presented in Appendix C.

For the period 1980 to 2000, three counties (Bastrop,
Hays, and Williamson) are designated as sprawling
based on their absolute household growth and growth
rates. The evaluation is repeated for the 2000 to 2025
period and these projections for household growth
are shown in Table G. Although in other EAs employ-
ment growth may be a necessary separate factor for
qualification because household growth is insufficient,
in the Austin-San Marcos, TX EA, all qualification
takes place relative to household growth. It is there-
fore not necessary to show employment growth quali-
fications.

For the first set of criteria for the period 2000 to 2025,
computed growth rates and the computed absolute
growth of counties in the EA (see Table G) are com-
pared with the upper-quartile EA growth rate thresh-
olds, average annual national county growth rates,
and the absolute average annual national county
growth. Burnet, Hays, and Williamson counties sat-
isfy all of the growth rate and absolute growth thresh-
olds for households and are designated as sprawling
counties. The remaining counties’ absolute growth is
tested against the second criterion (thresholds are
shown in Table 4.1). Both Hays and Williamson coun-
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Table G
Example of Sprawl Definition and Control Criteria Using Household (HH) Growth in

Austin-San Marcos, TX EA

ties satisfy the second sprawl criterion (absolute
growth of 160 percent of the national county aver-
age), but they have already been designated as sprawl-
ing counties on the first set of criteria. Although
Bastrop County does not meet the criteria for sprawl
for the period 2000 to 2025, it was a sprawling county
in the earlier 20-year period and so is designated as
sprawling, though declining. The declining sprawl
category is used because of the amount of future
growth contained in such counties and the fact that
most fall below the original sprawl threshold but re-
main above the 25 percent reduction threshold. Such
counties, including Bastrop County, are reduced to
the control threshold even though they may have fallen
just below the sprawl threshold in the second period.

CONTROLLING SPRAWL COUNTIES

In the controlled-growth scenario, a portion of the
growth in peripheral counties is redirected to more-
developed counties. The redirection objective is to
significantly reduce sprawl in the rural and undevel-
oped counties. In the Austin-San Marcos, TX EA,
for example, the capacity of Travis County allows
for the redirection of sufficient households and jobs
to control the sprawl in Burnet and Hays counties.

County 2000 to 2025 Sprawl Criteria

Set 1 Set 2

Name Type

Annual
Growth

Rate
(%)

Absolute
Annual
Growth

Upper
Quartile of

Annual
Average EA

Growth
Rate

>2.12 %

Average
Annual

National
County EA

Growth
Rate

1.04% HH

40% of
Average
Annual

National
County
Growth
131 HH

160% of
Average
Annual

National
County
Growth
525 HH

2000 to
2025

Sprawl
Status

Bastrop UND 1.57 283 – N/A N/A – S-C
Blanco UND 1.48 50 – N/A N/A – NS
Burnet UND 2.12 273 x x x – S-C
Caldwell UND 1.12 121 – N/A N/A – NS
Lee UND 1.09 62 – N/A N/A – NS
Llano UND 1.57 101 – N/A N/A – NS
Milam UND 0.91 88 – N/A N/A – NS
Hays R 2.60 832 x x x x S-C
Williamson R 3.78 3,130 x x x x S-NC
Travis U 1.57 4,659 N/A N/A N/A N/A NS

Source: Center for Urban Policy Research, Rutgers University.
Note: The six county-type categories are: Undeveloped (UND), Rural (R), Rural Center (RC), Suburban (S), Urban (U), Urban
Center (UC). The three categories of sprawl status are : Nonsprawl (NS), Sprawl-Controlled (S-C), and Sprawl-Noncontrolled (S-NC).
(x) indicates that the criterion is met; (–) indicates that the criterion is not met.

Sprawl growth in Williamson County could not be
controlled because redirection of its growth would
raise the growth level of Travis County above the
sprawl level. Smaller counties, such as Burnet and
Hays counties, are controlled before larger counties
so that a larger number of counties can be controlled.
Some counties (e.g., Bastrop County) are designated
as controlled because their absolute growth and
growth rate have dropped below the sprawl thresh-
olds—a result of the growth trends in those counties.

CONCLUDING NOTE

It should be noted that using the upper quartile of
county growth rate within an EA in no way predefines
a 25 percent sprawl rate of counties nationwide. In
this example EA, the percentage of counties that are
designated as sprawling is 40 percent. This is due to
the three-part set of selection criteria for households
(set 1 in Table G). The second criterion (set 2 in the
table), which could have accounted for two counties
being designated as sprawling in this example, is inde-
pendent of the upper-quartile growth rate threshold and
occasions a significant amount of sprawl designation.
Thus, there are multiple qualifying criteria that miti-
gate the influence of the upper-quartile criterion.
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Glossary

The following definitions are intended to assist the
reader with the terminology specific to the study.
Various empirical procedures used in the analysis may
incorporate definitions slightly different from those
found below.

Agriculture—Farming in all its branches. Includes
activities such as the following:

1. the production, cultivation, growing, and
harvesting of any agricultural, viticultural,
or horticultural commodities;

2. the raising and/or the breeding of livestock,
including but not limited to dairy and beef
cattle, sheep, goats, fur-bearing animals,
companion animals, poultry, and swine;

3. the breeding, boarding, raising, or training
of equine;

4. the production of nursery, sod, floriculture,
and forest products; and

5. the harvesting, storage, grading, packaging,
processing, distribution, and sale of such
commodities where such activities occur at
the point of production.

Aquifer—A subsurface geological formation that
supplies water to wells or other surface waters.

Brownfields—Any former or current commercial or
industrial site that is vacant or underutilized and

on which there has been, or there is suspected to
have been, a discharge of contaminants.

Capital facilities—The land, building, and other
physical facilities under public ownership, or op-
erated or maintained for public benefit, that are
necessary to support development and redevel-
opment and to protect the public health, safety,
and welfare.

Cluster development—A form of development that
permits an increase in overall density of devel-
opment and that devotes remaining land area to
open space, recreation, preservation of environ-
mentally sensitive areas or agriculture.

Compact—A pattern of land development with suf-
ficient density of development and proximity be-
tween uses and activities to encourage pedestrian
movement and efficient provision of public fa-
cilities and services.

Conversion—A change in the use of land or a
structure

Decreasing sprawl—A sprawl designation used in
this study to identify counties that met the  sprawl
criteria for the 1980 to 2000 period but did not
meet the criteria for the 2000 to 2025 period.

575
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Density—The number of families, individuals, dwell-
ing units, households, or housing structures per
unit of land.

Developable land—Unimproved land exclusive of
the following:

1. public open space,
2. land precluded from development due to

deed restrictions, and
3. land deemed undevelopable by state or lo-

cal regulation of natural features (e.g.,
slopes, wetlands, etc.).

Development—The division of a parcel into two or
more parcels followed by construction, recon-
struction, conversion, structural alteration, or
enlargement of any structure for the property
owner’s use.

Economic Area (EA)—The unique group of coun-
ties, defined by the Bureau of Economic Analy-
sis, that encompasses both metropolitan and
nonmetropolitan locations and that forms an eco-
nomically related geographic area.

Ecosystem—An integrated system of living species,
their habitat, and the processes that affect them.

Environmentally fragile lands—Areas that are criti-
cal to maintaining biodiversity, including those
containing

1. habitats of endangered or threatened plant
or animal species,

2. pristine waters,
3. coastal and freshwater wetlands,
4. prime forested areas,
5. ridgelines, gorges, and ravines,
6. grasslands, and
7. staging areas for migratory species.

Exaction—A contribution or payment required as an
authorized precondition for receiving a devel-
opment permit.

Exclusionary zoning—Development regulations that
result in the exclusion of low- and moderate-in-
come and minority families from a community.

Exurban area—The fringe area between a
suburbanized area and rural areas that is subject
to development pressures with existing or
planned infrastructure.

F-statistic—A statistic measuring the extent to which
two variables are related.

Fiscal impact analysis—An analysis of the costs and
revenues associated with development activities.

Floodplain or flood-prone area—The channel and
the area adjoining the channel of a stream or river
that have been or may be covered by floodwater.

Floor-area ratio (FAR)—The sum of the area of all
floors of a building or structure compared with
the total area of the site.

Fringe area—The area of transition between two
different dominant land uses or other recogniz-
able characteristics.

Growing sprawl— A sprawl designation used in this
study to identify counties that did not meet the
sprawl criteria for the 1980 to 2000 period but did
meet the criteria for the 2000 to 2025 period.

Growth management—The conscious public effort
to induce, restrain, or accommodate development
in any geographic setting and at any governmen-
tal level.

Habitat—The natural environment of an individual
animal or plant, population, or community.

Housing mix—The types of residential housing as-
sociated with a locale and number of each type
present.

Impact fee—an assessment on a development to help
finance the cost of improvements or services.

Inclusionary zoning—Regulations that provide in-
centives to construct housing that is affordable
to low- and moderate-income households.

Infrastructure—Those systems under public own-
ership, or operated or maintained for public ben-
efit, that are necessary to support development,
maintenance, and redevelopment and to protect
the public health, safety, and welfare.

Land—Real property, including improvements and
fixtures thereon, above or below the surface.

Laterals (water or sewer)—Pipes conducting wa-
ter or sewage from individual buildings to larger
pipes, called trunks or interceptors, usually lo-
cated in the street.

Master plan—A comprehensive, long-range plan
intended to guide the growth and development
of a community or region.

Metropolitan Statistical Area (MSA)—A geo-
graphic area consisting of a large population
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nucleus and adjacent areas exhibiting a high de-
gree of economic and social integration.

Mixed-use development—A tract of land with two
or more different uses, such as residential, office,
manufacturing, retail, public, or entertainment.

Mobile home—A factory-built, single-family struc-
ture that meets the National Manufactured Home
Construction and Safety Standards.

Multifamily housing—A building containing three
or more dwelling units, including units that are
located one over the other.

Municipality—Any city, borough, village, or township
of the state, but not a county or school district.

Nonresidential unit—A nonresidential space of
1,000 square feet.

Nonsprawl—A sprawl designation used in this study
to identify counties that do not meet the sprawl
criteria for both the 1980 to 2000 period and 2000
to 2025 period.

Parcel—A quantity of land, either vacant or holding
structures, that can be defined geographically.

Per capita—A measurement that is presented in terms
of units per person.

Quartile—A subset of data containing 25 percent of
the total data set.

R-squared—A sample statistic that tells how well a
model fits the data. The adjusted R-squared is
a corrected statistic that more closely reflects the
goodness-of-fit of the model in the data.

Regression analysis—A mathematical technique
used to build a model relating a specific param-
eter to other variables of interest.

Rural center—A rural-development-type county that
is an economic node for the surrounding counties.

Septic system—An underground individual sewer-
age system with a septic tank used for the de-
composition and treatment of wastewater before
it is discharged to groundwater.

Sewer—Any pipe or conduit used to collect and carry
away sewage or storm-water runoff from the gen-
erating source to the treatment plant or receiv-
ing body of water.

Significance level—The percentage of the data that
is not as supposed or tested for.

Single-family attached housing—One dwelling unit
attached to one or more dwelling units, side by
side, with each dwelling unit located on a sepa-
rate lot.

Single-family detached housing—A building contain-
ing one dwelling unit that is not attached to any
other building and that is surrounded by yards.

Standard error—An estimate of the variation of the
dependant variable about a nominal value; e.g.,
a regression curve.

Sustained sprawl— A sprawl designation used in this
study to identify counties that meet the sprawl
criteria in both the 1980 to 2000 period and the
2000 to 2025 period.

t-score—A statistic measuring the extent to which
two variables are related.

Taking—To take, expropriate, acquire, or seize prop-
erty without compensation.

Transfer of Development Rights (TDR)—The re-
assignment of all or part of the permitted density
on one parcel of land to another parcel of land.

Transit—A vehicle or transportation system, includ-
ing heavy and light-rail, buses, vans, and other
services, owned or regulated by a governmental
agency and used for the mass transportation of
people.

Urban center—A city of statewide importance. An
urban center is a large settlement that has a large
population and a high intensity of mixed land
uses, including industrial, commercial, residen-
tial, and cultural uses.

Urban service area—A defined geographic area
where there are government-supplied public fa-
cilities and services.

Vehicle-miles traveled (VMT)—An estimate of the
total number of miles traveled on the highway
and street system. VMT is used as an indicator
for both vehicular and roadway utilization.

Wastewater management plan—A description of ex-
isting and future wastewater-related jurisdictions,
wastewater service areas, and selected environmen-
tal features and domestic treatment works.

Wetland—An area that is saturated or inundated with
surface water or groundwater at a frequency and
duration sufficient to support hydrophilic veg-
etation and that is characterized by hydric soils.
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Abbreviations used without definitions in TRB publications:

AASHO American Association of State Highway Officials
AASHTO American Association of State Highway and Transportation Officials
ASCE American Society of Civil Engineers
ASME American Society of Mechanical Engineers
ASTM American Society for Testing and Materials
FAA Federal Aviation Administration
FHWA Federal Highway Administration
FRA Federal Railroad Administration
FTA Federal Transit Administration
IEEE Institute of Electrical and Electronics Engineers
ITE Institute of Transportation Engineers
NCHRP National Cooperative Highway Research Program
NCTRP National Cooperative Transit Research and Development Program
NHTSA National Highway Traffic Safety Administration
SAE Society of Automotive Engineers
TCRP Transit Cooperative Research Program
TRB Transportation Research Board
U.S.DOT United States Department of Transportation

Advisers to the Nation on Science, Engineering, and Medicine

National Academy of Sciences
National Academy of Engineering
Institute of Medicine
National Research Council

The Transportation Research Board is a unit of the National Research Council, which serves 
the National Academy of Sciences and the National Academy of Engineering. The Board’s 
mission is to promote innovation and progress in transportation by stimulating and conducting 
research, facilitating the dissemination of information, and encouraging the implementation of 
research results. The Board’s varied activities annually draw on approximately 4,000 engineers, 
scientists, and other transportation researchers and practitioners from the public and private 
sectors and academia, all of whom contribute their expertise in the public interest. The program 
is supported by state transportation departments, federal agencies including the component 
administrations of the U.S. Department of Transportation, and other organizations and 
individuals interested in the development of transportation. 

The National Academy of Sciences is a private, nonprofit, self-perpetuating society of distin-
guished scholars engaged in scientific and engineering research, dedicated to the furtherance 
of science and technology and to their use for the general welfare. Upon the authority of the 
charter granted to it by the Congress in 1863, the Academy has a mandate that requires it to 
advise the federal government on scientific and technical matters. Dr. Bruce M. Alberts is 
president of the National Academy of Sciences. 

The National Academy of Engineering was established in 1964, under the charter of the 
National Academy of Sciences, as a parallel organization of outstanding engineers. It is 
autonomous in its administration and in the selection of its members, sharing with the National 
Academy of Sciences the responsibility for advising the federal government. The National 
Academy of Engineering also sponsors engineering programs aimed at meeting national needs, 
encourages education and research, and recognizes the superior achievements of engineers. 
Dr. William A. Wulf is president of the National Academy of Engineering.

The Institute of Medicine was established in 1970 by the National Academy of Sciences to 
secure the services of eminent members of appropriate professions in the examination of policy 
matters pertaining to the health of the public. The Institute acts under the responsibility given to 
the National Academy of Sciences by its congressional charter to be an adviser to the federal 
government and, upon its own initiative, to identify issues of medical care, research, and 
education. Dr. Kenneth I. Shine is president of the Institute of Medicine.

The National Research Council was organized by the National Academy of Sciences in 1916 
to associate the broad community of science and technology with the Academy’s purpose of 
furthering knowledge and advising the federal government. Functioning in accordance with 
general policies determined by the Academy, the Council has become the principal operating 
agency of both the National Academy of Sciences and the National Academy of Engineering in 
providing services to the government, the public, and the scientific and engineering 
communities. The Council is administered jointly by both the Academies and the Institute of 
Medicine. Dr. Bruce M. Alberts and Dr. William A. Wulf are chairman and vice chairman, 
respectively, of the National Research Council.  
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